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a b s t r a c t


Euphausiids (principally Thysanoessa spp.) are a key group of organisms in the Bering Sea ecosystem,


linking production at lower trophic levels to top predators and important commercial fish stocks such


as walleye pollock (Theragra chalcogramma). Here, we combine multifrequency acoustic survey


methods, physics-based models of euphausiid backscatter, and net sampling to provide a means of


monitoring the status and trends of euphausiid standing stock biomass on the Bering Sea shelf.


Observations made using this approach during six summers (2004 and 2006–2010) indicate that


standing stocks of euphausiids and pollock were inversely correlated over time as well as in space


across the continental shelf. First-order calculations show that when pollock abundance was at its peak


during these years, the pollock stock could have consumed 10–87% of the euphausiid standing stock


between May and September. We hypothesize that predation by pollock is a significant top-down


control on euphausiid standing stock in this system.


Published by Elsevier Ltd.

1. Introduction


Euphausiids (Family Euphausiidae) or ‘krill’ play a key role in
the Bering Sea ecosystem. Euphausiids are important prey for
many species, forming an important node in the food web and a
major pathway for transfer of energy from primary production to
higher trophic levels (Aydin and Mueter, 2007). They are also one
of the most important prey items for walleye pollock (Theragra


chalcogramma, hereafter ‘pollock’; Brodeur et al., 2002; Lang et al.,
2000, 2005), which supports one of the largest single-species
fisheries in the world and the largest fishery by volume in the
United States (FAO, 2009; NMFS, 2010). The principal euphausiid
species on the Bering Sea shelf are Thysanoessa inermis and
T. raschii; the typical length of adult animals in midsummer is ca.
18–19 mm (Coyle, 2000; Coyle and Pinchuk, 2002; Smith, 1991;
Stockwell et al., 2001). Thysanoessa inermis begins to spawn in
April and is more common on the outer shelf (100–200 m bottom
depth), while T. raschii begins to spawn in May and is the
dominant euphausiid further inshore; each species is thought to
spawn once per year (Dalpadado and Skjoldal, 1996; Pinchuk and
Hopcroft, 2006; Smith, 1991). There is some recent evidence that
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the abundance of euphausiids on the Bering Sea shelf is greater in
years with cold, icy springs and cold summers versus years with
warmer conditions (Coyle et al., 2008, 2011; Hunt et al., 2011).
Despite their great importance in the Bering Sea ecosystem,
however, knowledge of the stock size and factors controlling the
population dynamics of euphausiids in the Bering Sea remains
limited. For example, the net sampling methods used in existing
long-running time series of Bering Sea zooplankton abundance
are better suited to capturing smaller zooplankton taxa (such as
copepods; Napp et al., 2002) than the larger euphausiids. Time
series observations of the abundance and distribution of euphau-
siids would fill a gap in what is known about this important group
of animals in the Bering Sea, benefitting both resource manage-
ment and our understanding of trophic interactions and ecosys-
tem function.


Seminal observations by Balls (1948) and Sund (1935) in the
first half of the 20th century showed that ship-based acoustic
echosounders could detect fish schools, and since that time there
has been substantial development of acoustic equipment and
methods to estimate the abundance of both fishes (Simmonds and
Maclennan, 2005) and zooplankton including euphausiids (Foote
and Stanton, 2000; Holliday and Pieper, 1995; Sameoto, 1980).
Acoustic methods have been applied to studies of euphausiid
distribution in the Bering Sea (Coyle, 2000; Coyle and Pinchuk,
2002; Swartzman et al., 2002) as well as in other locations (Brierley
et al., 1997; Lawson et al., 2008; Ressler et al., 2005; Simard
and Lavoie, 1999; Stevick et al., 2008; Warren and Demer, 2010),
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but the application of these methods to routinely monitor euphau-
siid stocks has been uncommon due to the limited availability and
complexity of the necessary data. The major exceptions are surveys
of Antarctic krill, Euphausia superba, for which acoustic-trawl
surveys are the method of choice (Brierley et al., 1997; Hewitt
and Demer, 2000; Hewitt et al., 2004; Reiss et al., 2008). In the
Bering Sea, the large-bodied crustacean zooplankton assemblage is
dominated by euphausiids (Vidal and Smith, 1986), and multi-
frequency acoustic data are available from existing resource
monitoring surveys (Honkalehto et al., 2010). Recent work on
multifrequency classification and ground-truth identification of
target species (De Robertis et al., 2010), and new area- and
species-specific work on modeling acoustic backscatter from
euphausiids (Smith, 2010; Smith et al., 2010), have made the
application of acoustic techniques to monitoring this euphausiid
standing stock feasible. This study demonstrates that acoustic
methods are a suitable means of monitoring euphausiid standing
stock and distribution on the Bering Sea shelf. These standing stock
estimates, along with recent pollock survey results, allow us to
draw some first-order inferences about the predation impact of
pollock on euphausiids and the potential for top-down control of
the euphausiid standing stock by predation.

2. Material and methods


2.1. Survey data sets


Acoustic backscatter and net capture data for midwater pol-
lock and euphausiid distribution and abundance were collected
during summertime acoustic-trawl surveys conducted by scien-
tists from NOAA’s Alaska Fisheries Science Center (NOAA-AFSC)
aboard NOAA Ships Oscar Dyson or Miller Freeman using standard
acoustic survey methods (Simmonds and Maclennan, 2005).
Honkalehto et al. (2002, 2010) provide more details on the
routine methods used for estimation of midwater pollock bio-
mass; only an overview, with additional details pertinent to the
estimation of euphausiid biomass (which has not been a routine
survey product), is given here. The surveys consisted of acoustic
backscatter measurements averaged into 0.5 nmi (0.926 km)
elementary distance sampling units (EDSUs) along north–south
oriented transects spaced 20 nmi (37 km) apart (Fig. 1). Acousti-
cally detected aggregations were opportunistically sampled with

Russia


Alaska


Fig. 1. Areas covered by NOAA-AFSC surveys of walleye pollock on the Bering Sea


shelf. X symbols indicate locations of bottom trawls deployed by the bottom trawl


survey of demersal pollock, while bold black north-south lines indicate transect


sampling by the acoustic survey of midwater pollock. The 50, 100, and 200 m


isobaths are indicated by gray dotted lines. The convention line dividing the U.S.


and Russian EEZ is indicated by a black dotted line.

large midwater and bottom trawls to verify size and species
composition of acoustic targets. The survey speed of the vessel
averaged approximately 12 nmi h�1 (6 m s�1). Operations were
conducted during daylight hours only. The echosounder used was
a Simrad1 EK500 or a Simrad EK60 operating at frequencies
including 18, 38, 70, 120, and 200 kHz, at a ping interval of
1 s�1, and calibrated using a standard target (Foote et al., 1987).
Midwater pollock biomass was estimated from 16 m below the
sea surface to 3 m above the seafloor. In some years, areas of both
the U.S. and Russian exclusive economic zones (EEZs) were
surveyed, but we present results only for the U.S. EEZ.


Observations of demersal pollock distribution and abundance
were obtained from bottom trawl surveys on the Bering Sea shelf
conducted by NOAA-AFSC using chartered fishing vessels. The
bottom trawl survey was also conducted only during daylight
hours. Area-swept pollock density estimates of pollock within
approximately 3 m of the seafloor were made at standard stations
located nearby to the acoustic survey transects and spaced at a
distance of 20 nmi (37 km, Fig. 1; see Lauth, 2010 for details). The
bottom trawl survey covered most of the U.S. EEZ sampled by the
midwater acoustic survey, as well as areas further inshore where
most or all of the pollock stock is found very close to the bottom
(Honkalehto et al., 2002; Kotwicki et al., 2005). Both midwater
and bottom trawl surveys were conducted from early June to
early August in 2004 and 2006–2010.

2.2. Classification of euphausiid backscatter


Euphausiid backscatter was identified by comparing the
observed backscatter frequency response at 18, 38, 120, and
200 kHz from acoustic survey transects to a reference data set
obtained from trawl-verified measurements of frequency
response collected between 2004 and 2007 using the method of
De Robertis et al. (2010), who present the details of this classi-
fication method as well as a rigorous evaluation of its application
to classification of backscatter from pollock. Echoview software
(Myriax Pty, Hobart, Australia) and custom Matlab (The Math-
works, Natick, MA) routines were used for this work. Briefly,
volume backscattering strength (Sv, dB re 1 m�1; see MacLennan
et al., 2002 for a review of acoustic terminology) was averaged
over 5 ping (horizontal) by 5 m (vertical) cells, and then all
pairwise differences between Sv at different frequencies were
computed for each of these cells. The absolute value of the mean
normal deviate (Z-score) over all frequency pairs for each 5 ping
by 5 m cell was computed relative to the expected pairwise
frequency differences for each of several taxonomic groups
(including euphausiids; see Table 2 in De Robertis et al., 2010).
This mean Z-score indicates how well the observed frequency
response matches the expectation for the various taxa and can be
used to classify each cell; for example, a mean Z-score of 2 relative
to the expectation for euphausiid frequency response ðZeuph ¼ 2Þ
indicates that the observed frequency response of Sv in that cell is
within approximately two standard deviations of the mean
frequency response for euphausiids in the reference set.


The signal-to-noise ratio (SNR) of the Sv in each cell was
evaluated before multifrequency classification occurred, follow-
ing De Robertis and Higginbottom (2007). SNR is range- and
frequency-dependent. In practice, Sv at 38 kHz has a SNR of
410 dB up to a range of 500 m or more. Sv at 120 and 200 kHz
exhibit a significant reduction in SNR at ranges 4200 m. At
18 kHz, transducer ringing generated noise that decayed rapidly
with depth, but which sometimes dominated the received signal

1 Reference to trade names does not imply endorsement by the National


Marine Fisheries Service, NOAA.







Fig. 2. Multifrequency classification sequence for euphausiid backscatter from left to right, including (a) Sv at 38 kHz and (b) Sv at 120 kHz with SNR410 dB, (c) Zeuph for


all cells with SNR410 dB and 120 kHz Sv exceeding a �80 dB integration threshold, (d) Zeuph r2 and minimum for all classes in the analysis, and finally (e) euphausiid Sv


at 120 kHz for cells with SNR410 dB, Zeuph r2 and minimum for all classes, and 120 kHz Sv exceeding a �80 dB integration threshold. Sv at 18 and 200 kHz are not shown.


Color scales for Sv are at left, and Zeuph at the right. Horizontal black lines indicate depth increments of 50 m. Sv below the euphausiid layer is from a large school of pollock,


and Sv above the euphausiid layer is from a near surface mixture of unknown composition; both of these layers are rejected by the classification algorithm because they do


not have a frequency response consistent with euphausiids.
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Fig. 3. Average ratios of euphausiid backscatter integrated over the water column


(sA, m2 nmi�2) to daytime mean values as a function of sun angle, 2004–2010. A


sun angle of 0 degrees represents sunrise or sunset. A ratio was computed for each


survey day between mean vertically integrated euphausiid backscatter at each sun


angle and the average vertically integrated euphausiid backscatter at all daytime


sun angles on that day. Averages were then taken for each sun angle over all


survey days. The shaded area represents sun angles for which data were excluded


from further analysis to avoid a negative bias to estimated euphausiid biomass


due to diel migration of euphausiids to surface waters between sunset and


sunrise. Error bars indicate þ1 standard error of the mean.
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at shorter ranges (20–80 m). SNR was estimated for 18, 120, and
200 kHz, and cells with SNRo10 dB were not used in the analysis.
In 2006, the 18 kHz cells often failed this criterion in the upper
50 m due to ringing noise; in these cases, frequency differences
between 38, 120, and 200 kHz were used for classification of
euphausiid backscatter in these cells.


The Sv of all cells where SNRZ10 dB, Zeuphr2, and Zeuph was
the minimum Z-score for any other class in the analysis was
classified as euphausiid backscatter (Fig. 2). The four known
classes of acoustic targets included were pollock, euphausiids,
jellyfish, and myctophids; discrimination power for euphausiids
is likely to be high given the difference in frequency responses
among these classes (cf. De Robertis et al., 2010, Table 3). In cells
meeting these criteria, Sv at 120 kHz above a �80 dB integration
threshold was then integrated into 0.5 nmi (0.926 km)�20 m
bins between depths of 20 m from the sea surface and 0.5 m
above the seafloor to a maximum range of 500 m. These larger
bins were required to have a mean Zeuph of r1.5 before being
subjected to further processing and analysis. The nested approach
of thresholding Zeuph at the scale of both the 5 ping by 5 m and
0.5 nmi by 20 m scales has the effect of classifying marginal
analysis cells (i.e., 1.5o1:5oZeupho2o2) as consistent with
euphausiids only when the surrounding cells are more consistent
with the expectation for euphausiids (cf. De Robertis et al., 2010).


2.3. Corrections for overlap with pollock and diel period


Two potential biases in the euphausiid backscatter data set
were examined in greater detail. Walleye pollock are relatively
strong acoustic targets (ca. 105 times stronger scattering per
individual than euphausiids, e.g., Demer and Conti, 2005;
Traynor, 1996) with a relatively flat Sv response at the frequencies
in use here (De Robertis et al., 2010). Backscatter from pollock and
euphausiids located in the same cubic meter of water will
typically be dominated in terms of frequency response by scatter-
ing from the pollock, which could lead to underestimates of

euphausiid densities (Coyle and Pinchuk, 2002). In practice, the
size of this bias depends on the vertical and horizontal overlap of
pollock and euphausiids during the daytime acoustic surveys. To
examine the significance of this potential bias in our data, we
computed a correction factor by using the ‘background’ euphau-
siid Sv surrounding detected pollock schools to estimate the Sv of
euphausiids that might be within the area encompassed by those
schools but obscured by scattering from the pollock. Vertical bins
(5 nmi (9.26 km) by 20 m) were used for this local average of
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euphausiid backscatter. The cumulative impact of this correction
was small on a survey-wide basis, ranging from an 0.5% to 4.2%
increase in mean euphausiid backscatter (averaging 1.4%) for all
surveys. The data presented in this paper include this correction.


The second potential bias is related to the vertical distribution
of euphausiids. As noted, the acoustic pollock survey transects
were sampled almost entirely during daytime hours (Honkalehto
et al., 2010), but for logistical reasons, small portions of the
transects were sampled near dusk, and occasionally even at night.
Euphausiids in the Bering Sea and elsewhere exhibit a regular diel
vertical migration to near-surface waters each night (Mauchline,
1980), eventually moving above where they can be detected by
vessel-mounted transducers. After examining the ratio of euphau-
siid backscatter integrated over the water column (sA, m2 nmi�2)
to daytime mean backscatter as a function of time of day, we
suspected that some measurements of euphausiid density were
biased low (Fig. 3); pollock backscatter data did not exhibit this
pattern (not shown). Therefore, we corrected the euphausiid data
set for this diel bias by removing data collected after sunset and
before sunrise from further analysis. As with the correction for
pollock overlap with euphausiids, on a survey-wide basis the
magnitude of this bias was extremely small, ranging from an 0.8%
to 3.6% increase in mean euphausiid backscatter (averaging 2.0%)
over successive surveys.


2.4. Quality control and verification of acoustic backscatter


classification


The average, backscatter-weighted Zeuph computed over all
EDSUs for each survey transect (De Robertis et al., 2010) was used
to measure how well observed data classified as euphausiids
compared to the reference data set. Since the reference set is a
fixed and separate data set, it can be used to evaluate relative
quality and internal consistency of euphausiid backscatter classi-
fications in the data analyzed here.


Backscatter layers identified as being composed of euphausiids
were also sampled to verify species composition and obtain
length–frequency information with targeted tows using a rigid
frame Methot trawl with a 5 m2 mouth area, 2 mm�3 mm mesh
in the body of the net, and 1 mm mesh in the codend (Methot,
1986). Tows were made at a nominal vessel speed of 3 nmi h�1


(1.5 m s�1). Larger organisms such as juvenile fish and jellyfish
medusae were removed from the catch and enumerated, and then
a subsample of the remainder was preserved in 5% buffered
formalin and sent to the Polish Plankton Sorting and Identification
Center (Szczecin, Poland) for enumeration. Organisms with length
Z5 mm were identified to species when possible, and the lengths
of up to 25 individuals of each taxon were measured. Euphausiid
lengths were measured from the curve of the carapace behind the
eye to the posterior of the telson (body lengthþtelson length as
given by Shaw et al., 2006). Euphausiid density was estimated
using the volume of water filtered by the net as computed from
flowmeter measurements and mouth area dimensions, and
counts of euphausiids in the preserved samples. These net capture
estimates of euphausiid numerical density were compared with
Sv from euphausiids measured in the path of each Methot trawl
deployment between 2004 and 2009, accounting for the mouth
area of the net and the setback between acoustic transducers and
the net frame (Zhou et al., 1994). Samples from summer 2010 are
not included as they have yet to be enumerated.


2.5. Target strength model and biomass computation


The acoustic scattering from an individual organism can be
expressed as a backscattering cross-section (sbs, m2) or its
logarithmic counterpart, target strength (TS¼10� log10(sbs),

dB re 1 m2). This quantity is fundamental to estimation of number
of targets from Sv measurements. When a single organism type
dominates the acoustic scattering in a volume, number of targets
in the volume can be calculated using the equation


N¼ sv=sbs ð1Þ


where N is the number of organisms per unit volume (m�3), Sv is
the volume backscattering coefficient ðSv ¼ 10ðSv=10Þ,m�1Þ, and sbs


(m2) is the average backscattering cross-section weighted by the
distribution of organism lengths.


Currently, the most common way to estimate euphausiid sbs is
via a physics-based scattering model (Conti and Demer, 2006;
McGehee et al., 1998; Reiss et al., 2008; Stanton and Chu, 2000).
For the analysis presented here, a distorted wave Born approx-
imation (DWBA) model (Lawson et al., 2006; McGehee et al.,
1998; Stanton and Chu, 2000) is employed. The parameterization
and use of the DWBA model for Bering Sea euphausiids is
described in detail by Smith et al. (2010) and Smith (2010).
Briefly, the euphausiid is modeled as a fluid-filled cylindrical
shape described by key parameters including length, width,
sound speed and density, and orientation with respect to the
impinging acoustic wave.


There were not enough data in every survey year to fully
parameterize the DWBA model: there were relatively few Methot
tows in 2004 and 2006, width, sound speed, and density mea-
surements were only available for 2008 specimens, and no
measurements of in situ euphausiid orientation were made. The
Methot catch data that are available from 2004 to 2009 indicate
that euphausiid length and species composition were very con-
sistent among years: offshore of 100 m bottom depth, species
composition was dominated by T. inermis (56% by number) with
mean length 19.3 mm (SD 1.5, n¼38 tows, unimodal length
distribution), while inshore T. raschii were more common (75%
by number) with mean length 18.3 mm (SD 2.3, n¼21 tows,
unimodal length distribution). Given the limited information
available, we used the DWBA model to estimate sbs at 120 kHz
in 1 mm length bins between 8 and 28 mm for the average length
distribution in two strata, inshore and offshore of the 100 m
isobath. For DWBA model runs, our euphausiid lengths were
converted to CCAMLR (Convention on the Conservation of
Antarctic Marine Living Resources) ‘standard krill lengths’ (anterior
of eye to posterior of telson; Demer and Conti, 2005; McGehee et al.,
1998) using a regression obtained using 2008 measurements
(standard krill length¼1.07� euphausiid lengthþ0.1041, r2


¼0.96,
n¼231); estimates of numbers and density are subsequently
reported in terms of euphausiid length. Widths were computed from
a regression of standard krill length on width (width¼0.0024� stan-
dard krill length2.3679, r2


¼0.61, n¼412) and average values for sound
speed and density contrast with seawater (both obtained from
euphausiid specimens measured in 2008; Smith et al., 2010) were
used to parameterize DWBA model runs for both strata in all survey
years. Smith et al. (2010) did not observe differences in sound speed
and density contrast across species, so the same values for these
model parameters were used for all euphausiids. However, species
composition of Methot catches was used to apportion numbers of
euphausiids among species and to convert numbers of animals to
biomass when species specific information was available. Likely
distributions of in situ euphausiid orientation were obtained from
the literature (Conti and Demer, 2006; Kristensen and Dalen, 1986;
Lawson et al., 2006). To express possible uncertainty in DWBA model
estimates of sbs and resulting computations of numbers and biomass,
we implemented three sbs scenarios that encompass likely values of
the least well-constrained model parameters, material properties
(combined effects of sound speed and density contrast with seawater)
and in situ orientation. Model parameterization is summarized in
Table 1.







Table 1
Parameterization of DWBA model for sbs of Bering Sea euphausiids.


Low sbs Med sbs High sbs


Material propertiesa
M�2SE¼ 0:030 M ¼ 0:043 Mþ2SE¼ 0:057


Orientationb N(9.7,59.3) N(0,30) N(11,4)


Length Average length composition from 2004 to 2009 Methot tows in inshore (bottom deptho100 m, n¼21 tows) and offshore (bottom


depth4100 m, n¼38 tows) strata, 1 mm length bins, converted from euphausiid length to krill standard length for model computations


Width Computed from krill standard length using a regression based on n¼412 euphausiid specimens measured in 2008


Shapec Empirical sixth-degree polynomial function with a cylindrical shape and radius of curvature 3.3


a The term ‘material properties’ refers to sound speed contrast (h) and density contrast (g) of animal tissue with seawater. In the DWBA model, the combined effect of g


and h is parameterized using the function M¼9(1�gh2/gh2)� (g�1/g)9; M is positively related to sbs (Smith, 2010). The mean M and standard errors of the mean (SE) are


from n¼448 euphausiid specimens collected at nine stations in the Bering Sea during summer 2008 (Smith et al., 2010).
b sbs model predictions for each 1 mm length bin were averaged over 100 animals with orientations drawn randomly from a normal distribution with parameters


N(mean, standard deviation). The references for these distributions of in situ euphausiid orientation are Lawson et al. (2006), Kristensen and Dalen (1986), and Conti and


Demer (2006).
c More details on modeling of euphausiid shape are given in Smith (2010).
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The number of euphausiids at length in each 0.5 nmi
(0.926 km)�20 m cell in all survey data sets was computed for
each species using the equation


Nij ¼ ðsA � 0:5� 20Þ=ðsbs � 4pÞPij ð2Þ


where Nij is number of euphausiids at length i and species j, sA is
euphausiid backscatter density per unit area at 120 kHz
(m2 nmi�2) in each cell, 0.5 nmi and 20 nmi are constants needed
to expand the cell sA to the area comprising the length of the
EDSU and halfway to the adjoining survey transect on either side,
4p converts backscattering cross-section sbs to spherical scatter-
ing cross-section sbs (see MacLennan et al., 2002), and Pij is the
proportion of euphausiids at length i and species j in Methot net
tow catches. Pij differed by onshore and offshore strata, but was
constant within each stratum over all years. sbs varied for each of
the three DWBA model scenarios; within each of these scenarios,
it also differed by onshore and offshore strata, but was constant
within each stratum in a DWBA model scenario over all years.


Biomass at length was computed from numbers using a
length-wet weight regression determined in a study of euphau-
siid proximate composition (Harvey et al., 2012); we report
biomass here in terms of the wet weight of euphausiids, but in
principle other currencies such as carbon, lipid, or energy content
given by Harvey et al. could be used, as well. When species-
specific information on biomass conversion was available (for
T. inermis, T. raschii, and T. longipes), it was used to compute
biomass of the proportion of animals from each of those species in
the Methot net catches. For other species, a length-wet weight
regression using average parameters of the equations for other
species was employed. The biomass calculation from estimated
numbers of animals can be summarized in the following equation


Bij ¼NijPjWij ð3Þ


where Bij is biomass of species j at length i, Pj is proportion of
euphausiids in species j from Methot net catches, and Wij is the
wet weight of a euphausiid of length i and species j computed
from length-wet weight regressions given in Harvey et al. (2012).
Pj differed between onshore and offshore strata, but was constant
within each stratum over all years. The length-wet weight
regression used for Wij is based upon specimens collected from
2008 to 2010. Both euphausiid numbers and biomass were
summed across length, species, and strata in each year to
compute a survey total for each quantity. Sampling variability
in these survey totals was estimated using a 1-D geostatistical
method (Petitgas, 1993), the same technique used for acoustic-
trawl pollock survey data.

2.6. Spatial and temporal patterns in euphausiid and pollock


biomass


Acoustic and bottom trawl surveys detect different portions of
the pollock stock. Bottom trawls capture only near-bottom pollock,
while acoustic surveys cannot detect pollock in very close proxi-
mity to the seafloor (within about 1.5 m in this case; cf. Ona and
Mitson, 1996). Thus, neither survey alone provides a complete
picture of pollock abundance and distribution, and both are treated
as separate relative indices for stock assessment purposes, rather
than as absolute estimates (Ianelli et al., 2010). Similarly, acoustic
surveys cannot detect euphausiids located very close to the
seafloor, but limited net sampling in the study area using a Tucker
trawl modified with runners for epibenthic sampling suggests that
a relatively small fraction of euphausiid biomass is located there;
estimates of integrated euphausiid density within 2 m of the
seafloor from these samples averaged only 5.4% of integrated
water column density (SD¼8.3, n¼6; Ressler, P.H., NOAA-Alaska
Fisheries Science Center, unpublished data). In order to evaluate
both spatial and temporal patterns of pollock (predator) relative to
that of euphausiids (prey) in this study, we made the necessary
assumptions that acoustic and bottom trawl survey biomass
results sum to the total amount of midwater and demersal pollock
throughout the water column, and that the acoustic survey detects
the total amount of euphausiid biomass in the water column.


We used both bottom trawl and acoustic survey time series to
evaluate temporal patterns in the standing stocks of pollock and
euphausiids and the potential for their interaction in the U.S. EEZ
from 2004 to 2010. The demersal pollock survey does not produce
euphausiid biomass estimates, but we assumed that the temporal
pattern of euphausiid biomass in the acoustic survey area reflects
the shelf-wide temporal pattern in euphausiid standing stock. For
spatial comparison of pollock and euphausiids, vertically inte-
grated midwater pollock biomass density estimated by the
acoustic survey (kg ha�1) was averaged in 20 nmi�20 nmi
(37 km�37 km or 1.4�10�5 ha) blocks surrounding each
demersal survey station, while bottom trawl catch per unit effort
at each station was used to compute average pollock density in
these same blocks (kg ha�1). The two survey estimates were
summed in each block. In the shallow areas (bottom depth
o50 m) surveyed only by the bottom trawl survey where pollock
is mostly or entirely demersal, we assume that the bottom trawl
survey detects all pollock. Euphausiid biomass was similarly
vertically integrated and block-averaged. Spatial distributions of
pollock and euphausiid density were compared using contoured
surfaces of these block-averaged data. The covariance of pollock
and euphausiid density at each block was computed over the
6 year time series for the area sampled by both surveys.
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Fig. 4. Boxplots of transect mean Zeuph for each survey year, indicating the 10th,
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2.7. Estimation of predation impact by pollock on euphausiids


The approximate predation impact by pollock on euphausiids
was estimated by taking the sum total of pollock and euphausiid
biomass in each survey year only in the area sampled by both the
acoustic and bottom trawl pollock surveys in each year (since
euphausiid estimates are not made by the bottom trawl survey),
and making some simplifying assumptions about the rate of
pollock consumption, using the equation


Cd ¼ BpRdFe ð4Þ


where Cd is the biomass of euphausiids consumed per day by
pollock (kg d�1), Bp is the sum of pollock standing stock biomass
from acoustic and demersal surveys (kg) in the area covered by
both surveys, Rd is the fraction of body weight in prey that pollock
consumes per day (0.02; K. Aydin and T. Buckley, personal
communication; Springer, 1992) for a population currently domi-
nated by younger fish (Ianelli et al., 2010), and Fe is the fraction of
pollock diet consisting of euphausiids between May and Septem-
ber (mean 0.53, range 0.37–0.70, for the years 1997–2001; Lang
et al., 2005). The daily rate of pollock consumption of euphausiids
relative to the standing stock of euphausiids can then be calcu-
lated (Cd/Be, d�1), where euphausiid biomass (Be, in kg) is the
acoustic survey estimate of euphausiid biomass Bij summed over
all lengths and species. This rate can be multiplied by the number
of days over which feeding takes place to estimate the fraction of
euphausiid standing stock consumed by the pollock standing
stock over that time period. Standing stock estimates for both
pollock and euphausiids come from surveys conducted from early
June to early August during the summer northward and shore-
ward ‘feeding migration’ by pollock (Kotwicki et al., 2005). The
pollock food habits data reported by Lang et al. (2005) were based
on samples collected between May and September. Therefore, the
computation of euphausiid consumption by pollock relative to the
size of the euphausiid standing stock (C) was based on the May–
September time period (5 months or ca. 150 day) in each survey
year:


C ¼ ðCd=BeÞ � 150d ð5Þ

3. Results


3.1. Quality control and verification of acoustic backscatter


classification


Over all survey years, Zeuph for acoustic survey transects
averaged 0.91 (SD 0.16) (Fig. 4), indicating that backscatter
classified as euphausiids closely matched the reference frequency
response reported by De Robertis et al. (2010). The performance
of the method appears relatively consistent, although Zeuph in
2004 was noticeably higher than the mean of other survey years
(by ca. 0.2 SD). We do not know the reason for this difference, but
backscatter classified as euphausiids in that year nevertheless had
a frequency response that was on average within 1.15 (SD 0.10)
standard deviations of the reference set. There was no spatial
pattern in Zeuph among transects (not shown), indicating spatial as
well as temporal consistency of classification. This level of
classification performance is comparable to that shown by De
Robertis et al. (2010) for Bering Sea pollock using the same
acoustic data set.


Since Methot samples collected between 2004 and 2007 were
used to develop the frequency classification reference set (De
Robertis et al., 2010), only Methot tow catches collected in 2008
and 2009 (n¼38) were used here to verify classification of

euphausiid backscatter, providing an out-of-sample comparison.
The proportion of catch comprising euphausiids and large cope-
pods in these Methot samples averaged 0.94 (SD 0.06) by number.
Other organisms such as chaetognaths, small gelatinous zoo-
plankton, and amphipods (listed in order of their relative abun-
dance in the samples) were not encountered consistently in these
Methot tow catches, and represented a negligible fraction on
average (0.06 by number) of the total catch. Of the euphausiid and
copepod portion, euphausiids averaged 0.85 (SD 0.16) by number
and 0.98 (SD 0.04) on a biomass basis (Fig. 5A). The biomass of
euphausiid and copepods were estimated using published length-
wet weight regressions (Harvey et al., 2012; Kobari et al., 2003)
and observed lengths; in 2008 and 2009, the average length of
euphausiids was 18.6 mm (SD 2.1), and the average copepod
length was 7.7 mm (SD 0.9). Small organisms with lengths less
than about 10 mm are probably underestimated by the Methot
trawl. However, the relatively high densities of euphausiids, their
larger size and biomass per individual relative to the next most
common organism in the catches (copepods), and their exponen-
tially stronger sbs compared to the largest copepods (one 18 mm
euphausiid as modeled here is likely a 102-fold stronger acoustic
target than a Neocalanus sp. copepod 8 mm in body length;
Matsukura et al., 2009) support the contention that most
backscatter in these layers is dominated by scattering from
euphausiids.


Based on Eq. (1) and its underlying assumptions, we expected
a positive and directly proportional relationship between euphau-
siid Sv at 120 kHz and the density of euphausiids captured by the
Methot trawl, though we anticipated that the relationship would
have a significant amount of scatter. As is often done in such cases
(e.g., Warren and Wiebe, 2008), logarithmic forms of these
quantities were used to improve the homogeneity of variance
and linearity of the data set before statistical evaluation; we used
Sv and 10� log10(euphausiids m�3) and expected a slope of
approximately 1 (Fig. 5B). The observed correlation was positive
and statistically significant (r2


¼0.49, po0.001, n¼38). A func-
tional regression (Ricker, 1973) of log-transformed euphausiid
density on Sv was also performed, and approximate 95% con-
fidence bounds on the slope of this regression (t0.05/2¼2.03,
slope¼0.7870.21, df¼36) narrowly failed to include 1. When a
single, highly influential datum obtained from a Methot tow on a
relatively weak and patchy euphausiid layer (Fig. 5B) was
excluded and the correlation and regression were recomputed,
the correlation coefficient was reduced but remained significant
(r2
¼0.32, po0.001, n¼37) and the slope value changed to 0.97,
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Fig. 6. Euphausiid TS¼10� log10(sbs) at 120 kHz predicted by DWBA model runs


for the range of euphausiid lengths observed in Methot tows 2004–2010. The


DWBA model was parameterized as described in Table 1. The three curves indicate


high (dark dotted line), medium (dark solid line), and low (light dotted line) sbs


scenarios.
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with the hypothesized slope of 1 well within the recomputed 95%
confidence bounds (t0.05/2¼2.03, slope¼0.9770.32, df¼35).
These results are consistent with the contention that despite
substantial variance in the relationship, volume backscattering
attributed to euphausiids is directly proportional to euphausiid
density in Methot trawl catches, particularly since factors such as
variation in euphausiid sbs due to size, material properties and
orientation, and variable catchability of euphausiids by the
Methot trawl are not accounted for.


3.2. Target strength model and biomass computation


DWBA model runs indicated that euphausiid TS varies by a
factor of ca. 40 dB across the range of euphausiid lengths
observed in Methot catches (but only by ca. 8 dB within 1 SD of
the mean length), and by a little less than 10 dB between low and
high sbs scenarios (Fig. 6). However, modeled TS varied relatively
little between inshore and offshore strata (�91.63 dB inshore vs.
�90.54 dB offshore, using the med sbs scenario) as euphausiid

lengths were not very different between these areas. We will
interpret results from the medium sbs scenario, which we con-
sider the most reasonable estimate, but will occasionally refer to
high and low sbs scenarios in discussion of possible bias in
biomass results (note that the highest sbs scenario will produce
the lowest estimate of euphausiid biomass; see Eq. (1)). Uncer-
tainty due to sampling variability (error bars in Fig. 7) is much
smaller than potential bias due to sbs.


3.3. Spatial and temporal patterns in euphausiid and pollock


biomass


Euphausiid biomass (kg) summed across length, species, and
stratum in each survey year increased more than 3-fold between
2004 and 2009, before decreasing by approximately 20% in summer
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2010 (Fig. 7). The sum of pollock biomass in both acoustic and
bottom trawl surveys declined by ca. 50% between 2004 and 2009,
before nearly doubling from 2009 to 2010. Pollock and euphausiid
survey time series were inversely correlated (r2


¼0.54). The pollock
stock assessment time series (Fig. 7) is an estimate of biomass for
ages 1–7 in January using a mean annual weight at age, and
incorporates data from both surveys as well as fishery landings
and fishery observer data, while both acoustic and bottom trawl
pollock surveys take place in summer and each has a different age-
and size-selectivity. Thus, the survey and model time series are not
expected to show identical patterns (Ianelli et al., 2001, 2010).
Nevertheless, the general temporal patterns in both survey data and
model results are the same: pollock biomass declined while
euphausiid standing stock increased, and when pollock biomass
rebounded to near 2004 levels by 2010, euphausiid standing stock
dropped.

2010


2007


Pollock Euphausiids


2004


Fig. 8. Spatial distribution of pollock biomass density (kg ha�1) observed by


acoustic and bottom trawl surveys (left column) and euphausiid biomass


(kg ha�1) observed by the acoustic survey (right column) in 2004 (top row),


2007 (middle) and 2010 (bottom). Data from 2006, 2008, and 2009 surveys are not


shown. The medium sbs scenario was used for euphausiid biomass. Contours were


drawn by interpolation from 37 km�37 km (20�20 nmi) block-averaged data.


Black polygons approximately bound the acoustic-trawl survey area, which


changes slightly from year to year.

Euphausiids were present throughout the acoustic survey area
(Fig. 8), but their biomass density was usually highest in the
southeastern portion of the shelf. Both acoustic and bottom trawl
surveys showed that pollock biomass density was usually highest
in the northwestern part of the shelf. Pollock biomass appeared to
have a negative spatial relationship with euphausiid biomass. By
comparing the covariance at each station between euphausiid
biomass and pollock biomass for six annual summer surveys
between 2004 and 2010 (Fig. 9), it is apparent that there are large
areas of negative covariance between euphausiids and pollock,
though this is not true in every location. Overall, biomasses of
predator and prey appear to have a negative relationship in both
space and time.


3.4. Estimation of predation impact by pollock on euphausiids


Although we were not able to compare production rates of
pollock and euphausiids to evaluate predation impact, biomass
comparisons are probably reasonable since both species have only
a single generation per year (Ianelli et al., 2010; Smith, 1991), and
the survey biomass estimates are done in summer after both
species have reproduced. Calculations using Eqs. (4) and (5)
indicated that the fraction of euphausiid standing stock consumed
by pollock between May and September varied from a high of
0.38 (in 2004) to a low of 0.06 (in 2009), using the medium sbs


scenario for euphausiid biomass; corresponding ranges for high
and low sbs scenarios, respectively, were 0.87–0.14 and 0.10–0.02
(Table 2). Despite the large range in uncertainty, these estimates
indicate that feeding by a single important predator population
between May and September (5 months) could have consumed a
measurable and substantial fraction of the euphausiid
standing stock.

4. Discussion


4.1. Acoustic estimates of euphausiid biomass on the Bering Sea shelf


The acoustic estimates of euphausiid distribution and biomass
presented here are an important new source of information about
the distribution, abundance, and role of these animals in the
Bering Sea ecosystem, augmenting the relatively small body of
work that already exists on this topic (Coyle and Pinchuk, 2002;
Coyle et al., 2008; Smith, 1991; Swartzman et al., 2002). In terms
of scope and potential for long term monitoring of this key
ecosystem component, no comparable time series exists for the
Bering Sea, and the observations are derived from existing
monitoring surveys for pollock at a relatively modest additional
cost of ship and sample processing time. These data are beginning
to inform pollock stock assessment and management (Ianelli
et al., 2010; Zador and Gaichas, 2010) and contribute to an
improved understanding of patterns in pollock recruitment
(Hunt et al., 2011).


4.2. Top-down control of euphausiids (prey) by pollock (predator)


Although top-down control of crustacean zooplankton by fish
in lakes is well-documented (e.g., Brooks and Dodson, 1965;
Carpenter and Kitchell, 1993; Gliwicz, 1986), the relative impor-
tance of fish predation for controlling crustacean zooplankton
populations in marine systems remains an open question
(Dalpadado and Skjoldal, 1996; Mullin and Conversi, 1988; Reid
et al., 2000; Robinson, 2000; Stevick et al., 2008; Wilson et al.,
2009; Worm and Myers, 2003). In the Bering Sea, it has been
proposed that bottom-up forcing through climate, spring water
temperatures, and sea ice are an important control on large







Fig. 9. Covariance between pollock and euphausiid biomass over six summers, 2004–2010. The covariance was calculated between pollock and euphausiid biomass


density in each 37�37 km (20�20 nmi) block in the area covered by both acoustic and bottom trawl surveys, and the contoured surface was drawn by interpolating those


values. The black polygon approximately bounds the area for which covariance was computed.


Table 2
Estimation of predation impact on euphausiids by pollock. Table parameters are as


follows: Bp is the biomass of pollock in the area covered by both surveys, Rd is the


fraction of body weight in prey that pollock consumes per day, Fe is the fraction of


euphausiids in pollock diet, Cd is the biomass of euphausiids consumed per day by


pollock, Be is the survey estimate of euphausiid biomass, and C is the fraction of


euphausiid standing stock consumed by pollock from May to September (150 d).


2004 2006 2007 2008 2009 2010


Bp
a 6.5�109 4.3�109 5.8�109 3.9�109 3.1�109 5.7�109


Rd 0.02 0.02 0.02 0.02 0.02 0.02


Fe 0.53 0.53 0.53 0.53 0.53 0.53


Cd 6.9�107 4.6�107 6.2�107 4.1�107 3.3�107 6.0�107


Be, low
b 1.2�1010 2.2�1010 3.0�1010 3.3�1010 3.6�1010 2.9�1010


Be, med 2.7�1010 5.1�1010 6.8�1010 7.6�1010 8.2�1010 6.6�1010


Be, high 1.1�1011 2.0�1011 2.7�1011 3.0�1011 3.3�1011 2.6�1011


C, low 0.87 0.31 0.31 0.19 0.14 0.31


C, med 0.38 0.14 0.14 0.08 0.06 0.14


C, high 0.10 0.03 0.03 0.02 0.02 0.03


a All biomass values are in kg wet weight.
b Low, med, and high euphausiid biomass estimates (Be) and corresponding


fractions consumed by pollock relative to euphausiid standing stock (C) corre-


spond to high, medium, and low sbs scenarios, respectively. See Eq. (1).
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copepods (Baier and Napp, 2003; Coyle et al., 2011) and perhaps
euphausiids (Coyle et al., 2008, 2011; Hunt et al., 2008)—cold, icy
springs are thought to be favorable, though the mechanism has
not been demonstrated. The time period of 2004–2010 is

particularly interesting in terms of bottom-up forcing of euphau-
siids by ocean conditions. 2004 was a relatively warm year
(Stabeno et al., 2012) in which the summertime Bering Sea shelf
was relatively depauperate of euphausiids and large copepods
(Coyle et al., 2008; Hunt et al., 2008). In contrast, very cold
conditions have prevailed since 2006 (Stabeno et al., 2012), and
increases in the abundance of both large copepods and euphau-
siids during that time have been documented (this study; Coyle
et al., 2011; Hunt et al., 2011). These observations are consistent
with bottom-up forcing of large crustacean zooplankton stocks
and favorable conditions for large copepods and euphausiids in
cold years. However, the decrease of euphausiid biomass in 2010,
another cold, icy spring in the Bering Sea, does not fit this pattern.


We show that in addition to variation in spring ice cover and
water temperatures, another important factor changed over the
2004–2010 time period: the standing stock of pollock. Pollock is
an enormous predatory force in the Bering Sea (Aydin and Mueter
2007; Springer, 1992). Its recruitment may also be tied to cold, icy
conditions like those experienced in recent springs and summers
(Hunt et al., 2011). The increase of euphausiid biomass coincided
with decreasing predation as pollock standing stock declined after
2004. Though it is not conclusive, following Dalpadado and
Skjoldal (1996) and Worm and Myers (2003) we contend that
such a pattern is consistent with the hypothesis of top-down
control through predation (Aydin and Mueter, 2007; Smith, 1991;
Springer, 1992). In particular, the 2010 observations support the
notion that top-down forcing is important in spite of potentially







P.H. Ressler et al. / Deep-Sea Research II 65-70 (2012) 184–195 193

favorable ocean conditions for euphausiids: as the pollock stock
climbed again in 2010 toward stock levels observed in the early
2000s, its predatory influence increased proportionately, which
could explain the drop in euphausiid standing stock in 2010
despite continued cold conditions. The negative spatial associa-
tion between euphausiid and pollock standing stocks would also
be consistent with top-down forcing due to fish predation (Genin
et al., 1988; Koslow, 1981); certainly, current hypotheses of direct
bottom-up forcing of euphausiids in the Bering Sea do not offer an
easy explanation for these spatial patterns.


The summer surveys described here are two-month snapshots
that may confound spatial and temporal variability, but they do take
place at a consistent point in the year, subsequent to reproduction of
euphausiids and inshore movement by pollock for feeding (Smith,
1991; Kotwicki et al., 2005). Our euphausiid length data do not
suggest that some of our surveys were ‘early’ or ‘late’ in terms of
euphausiid reproduction. It is possible that bottom-up effects
(forcing of pollock distribution by physical environmental condi-
tions) could influence top-down processes (predation impact on
euphausiids by pollock). Changes in pollock distribution during non-
summer months are not completely understood, but migration and
movement of pollock throughout the year appears to be limited by
physical conditions such as water temperature and sea ice (De
Roberts and Cokelet, 2012; Kotwicki et al., 2005) which could
mediate the impact of pollock predation upon euphausiids by
changing the temporal and spatial overlap of predator and prey.


The calculations presented here suggest that particularly at
high stock levels, predation by pollock is large enough to make a
substantial impact, though it is not clear whether this alone could
control the standing stock of euphausiids. Many other animals
prey upon euphausiids as well (Aydin and Mueter, 2007), and
pollock feed on euphausiids throughout most of the year, not just
from May through September (Dwyer et al., 1987; Smith, 1981),
so Eq. (5) is probably a conservative estimate of the total amount
of euphausiid standing stock removed annually. At the same time,
some unknown amount of euphausiid biomass is inshore of our
area of comparison (Coyle and Pinchuk, 2002), while the pollock
biomass on the inner shelf appears to be relatively small (Fig. 8). If
the amount of euphausiid biomass on the inner shelf is very large
compared to the standing stock estimated here, it would reduce
the apparent impact of pollock predation in our calculations. It is
worth noting that ecosystem modeling has independently sug-
gested the possibility of top-down control of zooplankton by
pollock predation in the Bering Sea (Aydin and Mueter, 2007;
Springer, 1992). Springer (1992) claimed very close coupling
between pollock and zooplankton; his estimate of annual zoo-
plankton consumption by pollock was 1.7�1013 g C yr�1, which is
of the same order of magnitude as our acoustic euphausiid standing
stock estimates for the entire acoustic survey area expressed in
terms of carbon (1.1�1013 g C, using the med sbs scenario).


Order of magnitude (or greater) discrepancies between acous-
tic and net capture estimates of euphausiid density are the rule in
the literature (Coyle, 2000; Coyle and Pinchuk, 2002; Warren and
Wiebe, 2008), and our data are no exception. The mean density of
euphausiids in our acoustic data set was about 30 m�3 using the
med sbs scenario, while our Methot net capture density estimates
averaged about 4 m�3; a euphausiid biomass estimate derived
from any net capture data set would almost certainly be much
lower than what we estimated acoustically. This discrepancy
could be explained by a systematic low bias to modeled TS
estimates (which inflates acoustic estimates of euphausiid den-
sity); though such models have been experimentally validated
(Demer and Conti, 2003; McGehee et al., 1998), considerable
uncertainty in model predictions still exists because of the
difficulty in correctly parameterizing the models in terms of
material properties and orientation to reproduce in situ TS (Chu

et al., 2000; Smith et al., 2010; Stanton and Chu, 2000). Net
avoidance by euphausiids could also explain the discrepancy
between net capture and acoustic estimates of density (Coyle,
2000; Everson and Bone, 1986; Smith, 1991; Wiebe et al., 1982).
The size of this effect is difficult to measure directly (Clutter and
Anraku, 1968); however, artificial lights have been shown to
increase net estimates of euphausiid density by a factor of 2–20
fold, implying that the effect of avoidance could be of that
magnitude (Sameoto et al., 1993; Wiebe et al., 2004). We
currently lack the data to make a conclusive determination of
the source of this discrepancy, but additional measurements of
the material properties of euphausiids, their in situ orientation
during surveys, and further experimental validation of the appli-
cation of TS model estimates would help answer this question.
Until more is known, acoustic and net capture estimates might be
considered upper and lower bounds on euphausiid density,
respectively (Warren and Wiebe, 2008).


The conclusions drawn here are necessarily tentative, given
the simplified nature of the calculations (for example, variation in
pollock diet within years, among years, and among predator size
groups was not specifically accounted for) and the potentially
wide uncertainty in euphausiid standing stock estimates. Yet, the
calculations illustrate that the impact of pollock predation on
euphausiid biomass could be substantial and explain in part the
negative association between pollock and euphausiid biomass
that was observed spatially as well as among survey years. More
detailed pollock diet data collected concurrently with the acoustic
observations of euphausiid prey, as well as extensive observations
of physical environmental conditions in the Bering Sea, is becom-
ing available through research conducted as part of the BEST-
BSIERP Ecosystem Partnership (http://bsierp.nprb.org/). These
new observations will allow a better examination of both inter-
annual and spatial variation in pollock predation rates in compar-
ison to the available euphausiid prey field, and further evaluation
of the interplay of predation and oceanographic conditions in
controlling euphausiid standing stock.

5. Conclusions


Acoustic estimates of summertime euphausiid standing stock on
the Bering Sea shelf derived from regular resource assessment
surveys represent a valuable new source of information for fisheries
and ecosystem management. Results show that euphausiid biomass
increased between 2004 and 2009 while the pollock stock declined
after a series of years with poor recruitment. Pollock and euphausiid
time series appear closely coupled, however; as pollock biomass
climbed again toward 2004 stock levels in 2010, euphausiid biomass
dropped by about 20%. Calculations of the approximate predation
impact by pollock on euphausiids suggest this top-down effect could
be significant, particularly when pollock biomass is high. While cold,
icy springs and cool summers also coincided with the period of
increasing euphausiid standing stock, the negative association
between pollock and euphausiid biomass in both space and time
is more consistent with ‘top-down’ than ‘bottom-up’ control. Phy-
sical environmental conditions probably still play a role in this
trophic interaction, perhaps by mediating overlap between predator
and prey throughout the year.
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Rockf ishes (Sebastes spp.) are a 
group of species with a predilection 
for high-relief, rocky habitats, where 
biomass estimation from traditional 
bottom-trawl survey data is difficult 
or impossible. However, many of these 
rockfishes also occur semipelagically, 
so that acoustic biomass assessments 
are possible (Wilkins, 1986; Demer et 
al., 2009; Ressler et al., 2009; Rooper 
et al., 2010). Acoustically estimat-
ing fish abundance requires accurate 
target verification of species composi-
tion and size distribution—verification 
that is typically achieved with midwa-
ter or bottom trawls. Because bottom 
trawling is hampered in high-relief 
areas, so too are acoustic abundance 
estimates from these habitats, owing 
to inadequate information describing 
species-specific abundance and size 
composition for fishes on or near the 
seaf loor. Therefore, habitat-specific 
rockfish distribution patterns have the 
potential to affect the accuracy and 
precision of survey biomass estimates 
when traditional bottom trawl or com-
bination acoustic-bottom trawl survey 
methods are used (Cordue, 2006). 


Evidence suggests that untrawlable 
areas can support different species 
assemblages than those found in 
trawlable areas (Matthews and Rich-
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Abstract—Rockfish (Sebastes spp.) 
biomass is difficult to assess with 
standard bottom trawl or acoustic 
surveys because of their propensity 
to aggregate near the seafloor in high-
relief areas that are inaccessible to 
sampling by trawling. We compared 
the ability of a remotely operated vehi-
cle (ROV), a modified bottom trawl, 
and a stereo drop camera system 
(SDC) to identify rockfish species 
and estimate their size composition. 
The ability to discriminate species 
was highest for the bottom trawl and 
lowest for the SDC. Mean lengths and 
size distributions varied among the 
gear types, although a larger number 
of length measurements could be 
collected with the bottom trawl and 
SDC than with the ROV. Dusky (S. 
variabilis), harlequin (S. variegatus), 
and northern rockfish (S. polyspinis), 
and Pacific ocean perch (S. alutus) 
were the species observed in greatest 
abundance. Only dusky and north-
ern rockfish regularly occurred in 
trawlable areas, whereas these two 
species and many more occurred in 
untrawlable areas. The SDC was able 
to resolve the height of fish off the 
seaf loor, and some of the rockfish 
species were observed only near the 
seaf loor in the acoustic dead zone. 
This finding is important, in that 
fish found exclusively in the acoustic 
dead zone cannot be assessed acous-
tically. For these species, methods 
such as bottom trawls, long-lines, or 
optical surveys using line transect 
or area swept methods will be the 
only adequate means to estimate the 
abundance of these fishes. Our results 
suggest that the selection of appro-
priate methods for verifying targets 
will depend on the habitat types and 
species complexes to be examined.


ards, 1991; Jagielo et al., 2003; Zim-
mermann, 2003). Untrawlable areas 
can also have different size classes 
or abundances of the same species 
(Matthews, 1989; Stein et al., 1992; 
O’Connell and Carlile, 1993; Rooper 
et al., 2007). The primary species 
thought to inhabit untrawlable ar-
eas in high abundance in Alaska are 
northern rockfish (Sebastes polyspi-
nis), dusky rockfish (S. variabilis), 
juvenile Pacific ocean perch (S. alu-
tus), and black rockfish (S. melanops; 
Clausen and Heifetz, 2002; Rooper et 
al., 2007). Additionally, some rock-
fish species that occur in Alaska are 
rarely encountered in bottom trawl 
surveys (e.g., tiger rockfish [S. ni-
grocinctus]), possibly because of their 
preference for rough, rocky, and 
therefore untrawlable habitat. For 
these reasons, there is a clear need 
for alternative assessment methods 
to accurately and precisely estimate 
rockfish distribution and abundance 
over untrawlable areas, so that, in 
conjunction with similar estimates 
from trawlable areas, rockfish stock 
assessments can be improved. 


Critical for an accurate acoustic as-
sessment of rockfishes is determin-
ing the vertical distribution of species 
and sizes and their relation to the 
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Figure 1
Map of study area showing the Snakehead Bank southwest of Kodiak 
Island, Alaska (indicated by black outline in inset). Deployment 
locations of remotely operated vehicle (triangles, n=4 deployments), 
stereo drop camera (squares, n=8 deployments), and bottom trawl 
(filled circles, n=6 deployments). Acoustic transect lines and depth 
contours (m) are also shown. Trawlable areas are shown in light 
gray and untrawlable areas are shown in dark gray. 


seafloor. Some size classes of the population 
may occur exclusively near the bottom (<1 m), 
where they cannot be acoustically differenti-
ated from the seafloor (Ona and Mitson, 1996; 
Rooper et al., 2010). Therefore, the ability to 
estimate the distance of fishes off the seafloor 
is important in determining which species 
and size classes are acoustically observable.


We evaluated the ability of gear types 
to discriminate species and size composi-
tions of fish for the purpose of determin-
ing the best methods for target verification 
for acoustic surveys for rockfishes in un-
trawlable habitats. We compared the body 
lengths and species diversity of rockfishes 
from a modified bottom trawl with two op-
tical methods—a remotely operated vehicle 
(ROV) and a stereo drop camera (SDC). For 
the SDC, the vertical distributions among 
species were compared. The proportion of 
rockfish species inhabiting trawlable and 
untrawlable areas was compared. We also 
compared the time and cost to employ each 
survey method in order to make recommen-
dations for efficient and cost-effective methods 
for target verification in acoustic surveys.


Materials and methods


The research was conducted southwest of Kodiak 
Island, Alaska, at an offshore bank locally known 
as the “Snakehead Bank” from 3 to 12 October 
2009 (Fig. 1). The continental shelf of the Gulf 
of Alaska near Kodiak has been shaped by past gla-
cial and seismic activity and generally comprises 
sedimentary bedrock covered with glacially deposited 
sediments overlying most of the shelf (Hampton, 1983). 
Much of the shelf south of Kodiak Island is a series of 
f lat underwater banks with deep troughs carved by 
glaciers that separate adjacent f lat banks. The Snake-
head Bank is a relatively small (~210 km2), shallow 
bank on the outer continental shelf that protrudes 
from the shelf and abuts the continental slope. At its 
shallowest point, the bank rises to within ~65 m of 
the surface and deeper water (>150 m) is found on 
the continental shelf to the north. Much deeper water 
(200–2000 m) is located on the continental slope to the 
south and east. The depths of the Snakehead Bank 
are inhabited by a distinct assemblage of continental 
shelf rockfishes that typically extends to about 180 
m depth (Rooper, 2008). The Snakehead Bank has 
long been a productive area for commercial rockfish 
fisheries (Clausen and Heifetz, 2002; Hanselman et 
al., 2007), and Gulf of Alaska bottom trawl survey 
tows conducted at the Snakehead Bank often have 
high catches of northern rockfish and dusky rockfish 
(e.g., von Szalay et al., 2010). 


The research was conducted aboard two vessels, the 
NOAA ship Oscar Dyson and a chartered commercial 


fishing vessel, the FV Epic Explorer. The Oscar Dyson is 
a 64-m length overall stern trawler equipped for fisher-
ies and oceanographic research. The Epic Explorer is a 
39.6-m house-forward stern trawler active in commer-
cial fisheries in Alaska. Both vessels were present in 
the study area simultaneously. Researchers aboard the 
Oscar Dyson collected acoustic data using Simrad EK60 
scientific echosounders operating at five frequencies 
and a Simrad ME70 multibeam echosounder (Simrad, 
Horten, Norway1). The ROV was also deployed from the 
Oscar Dyson. The modified bottom trawl and stereo drop 
camera were deployed from the Epic Explorer. During 
the survey with the Oscar Dyson, acoustic data were 
collected on a grid of parallel transects (Fig. 1). Eight 
individual passes of the parallel tracks were carried out 
(4 were completed during nighttime hours and 4 during 
daytime hours). From these acoustic data, researchers 
aboard the Oscar Dyson identified areas of fish aggre-
gation and directed the deployment of the ROV, bottom 
trawl, and SDC to verify the species and length compo-
sitions of acoustic targets at those locations. Then the 
acoustic survey data were used to estimate abundance 
of fish species identified by the target verification meth-


1Mention of trade names or commercial companies is for iden-
tification purposes only and does not imply endorsement by 
the National Marine Fisheries Service, NOAA.
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ods (Jones et al., 2012 [this issue] for details of the 
acoustic assessment).


Remotely operated vehicle


Target verification was conducted with a Phantom 
DS4 ROV (Deep Ocean Engineering, Inc., San Jose, 
CA) nicknamed “Sebastes” that is owned and oper-
ated by the NOAA Southwest Fisheries Science 
Center (further details on this ROV and its capabili-
ties can be found at http://swfsc.noaa.gov/textblock.
aspx?Division=FRD&id=8784, accessed February 2012). 
Video footage from the ROV was recorded with a for-
ward-looking color camera (Sony FCB-IX47C module 
with 468×720 lines of horizontal resolution and 18× 
optical zoom, Sony Corp., Tokyo, Japan). High-resolution 
still images were also collected with a Scorpio digital 
camera (Nikon Coolpix 995 with 4× zoom, Nikon Corp., 
Tokyo, Japan) to aid in species identifications. Speed of 
the ROV was measured by a downward facing Explorer 
Doppler velocity logger (DVL, Teledyne RD Instruments, 
San Diego, CA) which was also used to calculate transect 
length. This DVL was calibrated over a known distance 
and was accurate to ±0.07% (J. Butler, unpubl. data). 
The average speed of the ROV during deployments was 
1.32 km/h (standard error [SE]=0.65) and the average 
altitude was 2.31 m (SE=0.75), although a constant 
speed, altitude, and heading was generally not main-
tained during deployment. 


We used Canadian grid projections (Wakefield and 
Genin, 1987) calculated with 3-Beam software (Green 
Sky Imaging, Vero Beach, FL) to estimate the field of 
view for the ROV. This system uses 3 lasers on the 
ROV, the altitude of the vehicle and the pitch of the 
camera to calculate the field of view (Pinkard et al., 
2005). The 3 high-intensity lasers were mounted paral-
lel to the horizontal axis of the video camera: 2 parallel 
red lasers on either side of the video camera spaced 20 
cm apart and 1 green laser that crosses the left parallel 
laser at 0.99 m and the right parallel laser at 2.72 m 
from the camera lens. The position of the green laser 
to the red lasers was used to calculate the distance 
from the camera lens to the seabed (i.e., slant range), 
and the parallel lasers provided a reference distance 
used to determine the field of view and fish length. For 
3 of 4 transects with relatively flat seafloor, the field of 
view was calculated every 2 seconds. The average field 
of view, 2.61 m (SE=0.20), was used as an estimate of 
the search area for the remaining transect. 


The ROV was deployed from the starboard side of 
the Oscar Dyson when weather permitted (Beaufort 
sea state <6) and was equipped with an acoustic tran-
sponder that provided its location relative to the ship. 
The position of the ROV on the sea floor was corrected 
in real-time by using WinFrog survey software (Fugro 
Pelagos, Inc., San Diego, CA). All other navigational 
data (e.g., water depth, temperature, heading, course 
over ground, etc.) were collected at 1–2 s intervals, 
synchronized, and logged by using WinFrog. The ROV 


tether was attached with a swivel to a clump weight, 
which was connected by a cable to a winch onboard 
the vessel. The ROV and clump weight were lowered 
in unison to ~10 m above the seafloor at which point 
the cable to the clump weight was secured, monitored, 
and adjusted to maintain a clump-weight-elevation of 
>10 m (to avoid hitting the seafloor), while the ROV 
more closely approached the seafloor for identification 
of rockfishes and substrate type. 


General locations for investigation were provided to 
the bridge from scientists operating the fisheries acous-
tics equipment and the ship’s position was adjusted to 
drift or slowly navigate over a site where fish targets 
had been identified. However, the ROV did not transit 
specific transects and instead the seafloor was searched 
in one general direction, sometimes diverting from a 
straight-line to allow identification of rockfish targets or 
explore boulder patches more closely: this approach re-
sulted in variable headings, speeds, and areas searched 
within a single deployment. For this reason, densities 
of rockfish were not computed from these transects. 
However, we did calculate the area swept by the ROV 
(distance traveled multiplied by the field of view) for 
comparison with the other gear types.


Bottom trawl


The bottom trawl used was a modified version of the 
Poly Nor’Eastern bottom trawl currently used by the 
Alaska Fisheries Science Center (AFSC) for bottom 
trawl surveys of the Gulf of Alaska and the Aleutian 
Islands (Britt and Martin, 2001; Stauffer, 2004). The 
net modifications included replacement of the standard 
footrope with rockhopper gear, the addition of heavier 
bridles (1.9 cm), and double meshes in the belly of the 
net. The center section of the rockhopper gear consisted 
of 61 cm rockhopper discs spaced approximately 46 cm 
apart. The rockhopper discs were spaced at about 61 
cm on the wings and gradually tapered from 61 to 46 
cm diameter on the wing extensions. All rockhopper 
discs were separated by solid sections of 2- cm (10-in.) 
discs. The bottom trawl was fished with 5-m2 Fishbuster 
trawl doors each weighing 1089 kg (NET Systems Inc., 
Bainbridge Island, WA). The bottom trawl modifications 
were designed to improve the ruggedness of the net and 
allow the net to sample seafloor considered untrawlable 
with the standard survey net. The net width and height 
of the bottom trawl were ~17 m and 7 m respectively. 
The bottom trawl was towed at an average speed of 5.87 
km/h (3.17 knots) ranging from 5.24 to 6.32 km/h and 
was generally deployed against the prevailing current. 
The area swept by the bottom trawl was estimated as 
the distance fished multiplied by the net width.


Stereo drop camera


The stereo drop camera system and deployment winch 
are described in Williams et al., (2010). The system 
consisted of two parallel-mounted cameras that col-
lected simultaneous underwater video at a resolution 



http://swfsc.noaa.gov/textblock.aspx?Division=FRD&id=8784

http://swfsc.noaa.gov/textblock.aspx?Division=FRD&id=8784
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of 720×480 pixels. Each of the cameras was calibrated 
to correct for intrinsic optical parameters. Lengths of 
individual targets in the two cameras were calculated 
by identifying the position of individual points (such as 
a fish’s head and tail) in each of the paired images and 
calculating their relative position using triangulation. 
The lens of each camera was keyed to its port so that 
the camera fit in only one position in the housing. This 
ensured consistent relative positioning of the cameras 
among deployments. Illumination was provided by two 
50-watt, high-intensity discharge lights mounted above 
the camera housings inside an aluminum frame. The 
lighting system was powered by 4 rechargeable 4 Ah 12 
V nickel-metal hydride batteries. 


For calibration, the SDC was suspended in the water 
while the research vessel was dockside. The cameras 
were calibrated underwater by using images of a tar-
get plate with a printed 10×10 square checkerboard 
pattern of 50×50-mm squares (Williams et al., 2010). 
The approximate depth of the camera was 1 m and the 
approximate distance from the target was 1–2 m. The 
checkerboard target was lowered into the water along 
the vessel until it was plainly visible in both cameras. 
The target was then slowly moved horizontally and 
vertically through the field of view of both cameras and 
up to 15 minutes of calibration video were collected. 
Progressive scan video images were collected at 29.97 
frames/s in each camera, and the videos from each cam-
era were aligned by using a light-emitting diode (LED) 
synchronization light flashed in front of both cameras at 
the beginning of deployment. This LED synchronization 
was repeated at the end of the deployment to confirm 
that the video frames from the paired cameras were 
still aligned. 


For the calibration procedure, still frame images were 
extracted from the aligned videos at 1-s intervals with 
Adobe Premiere software (Adobe Systems, Inc., San 
Jose, CA). Twenty paired images in which the target 
checkerboard was visible in both cameras were ran-
domly selected for the calibration of the camera system. 
The calibration parameters were estimated with the 
camera calibration toolbox in Matlab (Mathworks, Inc., 
Natick, MA; Bouguet, 2008). For each image pair, the 
position of the corner points of the checkerboard pattern 
were identified by clicking on the images. The location 
of these points in the still images was computed by the 
calibration software to determine the focal parameters 
of each camera. Intrinsic camera parameters were used 
to correct the individual images for optical distortion 
resulting from the camera lenses. 


The SDC was deployed and retrieved by an electric 
winch with 4-conductor electromechanical armored ca-
ble. The camera system was suspended 1–2 m off the 
seafloor at an angle of approximately 30° from horizon-
tal to the seafloor. This position allowed a viewing path 
width of 2.43 m (SE=0.14) and under normal lighting 
conditions the field of view extended ~3 m in front of 
the SDC, although this varied with the distance of the 
SDC off the seafloor and the volume of light scatter-
ing particles in the water. The SDC traveled over the 


seafloor at a target speed of 1.9–3.7 km/h (1–2 knots) 
for transects lasting up to about 1 hour. The overall 
mean speed of the SDC during field deployments was 
2.26 km/h (SE=0.15). Some steerage of the camera was 
possible by towing the system gently with the vessel, 
and during slack water or low current periods the unit 
was sometimes towed to maintain a constant low speed. 
However, the direction of drifting and towing was with 
the prevailing current, and therefore directed transects 
were generally not possible. The area swept by the SDC 
was calculated as the path width multiplied by the dis-
tance traveled during a transect.


Classification of trawlable and untrawlable substrates


The substrata observed in the underwater video tran-
sects were classified by using the seafloor substrate clas-
sification scheme of Stein et al. (1992) and Yoklavich et 
al. (2000). It consists of a two-letter coding of substrate 
type denoting a primary substrate (>50% coverage of 
the seafloor bottom) and a possible secondary substrate 
(20–49% coverage of the seafloor bottom). In this clas-
sification scheme, there are seven substrate types: mud 
(M), sand (S), pebble (P, diameter <6.5 cm), cobble (C, 
6.5< diameter<25.5 cm), boulder (B, diameter >25.5 cm), 
exposed low-relief bedrock (R), and exposed high-relief 
bedrock and rock ridges (K). For example, a section of 
seafloor covered primarily in sand, but with boulders 
over more than 20% of the surface, would receive the 
substrate code sand-boulder (Sb), where the secondary 
substrate is indicated by the lower-case letter. Because 
the SDC and ROV provided a continuous display of sub-
strata, the substrate code was only changed if a substrate 
encompassed more than 10 consecutive seconds of video.


For the purposes of this study, we further classified 
substrata as either untrawlable or trawlable with ref-
erence to the standard Poly-Nor’Eastern 4-seam bot-
tom trawl used by the AFSC in biennial bottom trawl 
surveys of the Gulf of Alaska and Aleutian Islands 
(Stauffer, 2004). To define trawlability we used video 
captured from the ROV and SDC. The untrawlable ar-
eas were defined as any substrate containing boulders 
extending higher than ~20 cm off bottom or with ex-
posed jagged bedrock that was rugose enough that the 
standard bottom trawl footrope would not pass easily 
over it. The heights of individual boulders and rocks 
were estimated by using the relative positions of the 
lasers from the ROV and measured with the SDC. The 
trawlable grounds, in contrast, were mostly composed 
of small cobble, pebble, sand, and mud without inter-
spersed boulders or rocks. A single experienced observer 
conducted the substrate classification for both the ROV 
and SDC video transects.


Identification and measurements of fish


All rockfish caught with the bottom trawl were identi-
fied to species. Fish were identified and counted by 
species where possible for the optical methods (ROV 
and SDC). Fish were counted up to a maximum of 4 m 
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in front of the ROV and consistently out to 3 m in front 
of the SDC. In situ identification of fish with the optical 
methods was more difficult than with the bottom trawl 
and resulted in some fish that could not be positively 
identified to species. Many of these were smaller rock-
fish (<150 mm) that could not be positively identified 
to species with the ROV and SDC. Double counting of 
individual fish was assumed not to be an issue for the 
SDC because the camera drifted with the current in a 
relatively uniform direction and generally passed by fish 
as they were observed. For this vehicle, only fish that 
appeared in front of the camera were counted. In some 
cases during ROV deployments the vehicle was stopped 
so that an individual fish could be identified, and this 
brief pause could have resulted in double counting as 
fish milled around the stationary vehicle. An attempt 
was made to minimize double counting of individual 
fish in these cases by not counting fish that moved into 
the frame while the ROV was stationary; however, some 
double counting of fish probably occurred during these 
occasional stationary moments during ROV deployments. 
A single experienced observer identified the fish to spe-
cies for both the SDC and ROV, and the habitat where 
each fish was observed was classified as either trawlable 
or untrawlable.


The Canadian grid projection (Wakefield and Genin, 
1987) calculated with the 3-Beam software system was 
used to estimate fish length with the ROV. This limited 
the ability of the ROV to measure fish that were not in 
the same plane as the seafloor (i.e., above the seafloor). 
Additionally, the height of individual rockfish off the 
seafloor could not be measured.


For the bottom trawl, each catch was sorted to species 
and weighed. A random subsample of up to approxi-
mately 150 fish from each rockfish species identified 
in the catch was dissected to determine sex, and indi-
vidual fork lengths were measured to the nearest cen-
timeter. Because the bottom trawl integrates the catch 
spatially in both the vertical and horizontal planes, the 
height above the seafloor could also not be estimated for 
fish captured with the bottom trawl.


For the SDC, fish lengths were measured by using 
stereo triangulation functions supplied with the camera 
calibration software package (Bouguet, 2008) and the 
protocols identified in Williams et al. (2010). Images 
were extracted from the two video feeds at 1-s inter-
vals, as with the calibration video. The videos from 
each camera were synchronized at the beginning and 
end by using the LED synchronization light. Length 
measurements were obtained by identifying the pixel 
coordinates of corresponding pixel locations (i.e., fish 
snout and fork of tail) in the left and right still frames 
of the camera. These points were used to solve for the 
3-dimensional coordinates of the points in the images 
by triangulation, and by using the calibration-derived 
parameters. Once the 3-dimensional coordinates of the 
fish snout and tail were obtained, the length was mea-
sured as the simple Euclidian distance between the 
points in real space. This measurement method under-
estimated length for fish whose bodies were curved. 


However, fish in the video and still camera rarely ex-
hibited body curvature and the few individuals that did 
were excluded. All individual fish that could possibly be 
measured or a random sample of 200 fish per species 
(where more than 200 were possible) were measured for 
each deployment of the SDC. 


For each fish that was measured with the SDC, the 
distance of the fish off bottom when it was first observed 
was also measured. These distances were then sum-
marized into 0.5-m bins for each species. Because the 
SDC was deployed ~1 to 2 m off the seafloor, the vertical 
field of view was approximately 2 m off the seafloor and 
rarely extended above 3 m off the seafloor. This obvi-
ously limited the observed fish height off bottom.


Data analysis


Species diversity among the ROV, bottom trawl, and 
SDC samples was determined by examining the number 
of species observed with the 3 verification methods. The 
total number of species observed was compared among 
gear types by using analysis of variance (ANOVA) with 
video transects and bottom trawl hauls as replicates. 
The proportion of fish that were unidentified on each 
transect was also tested by using ANOVA to compare 
the ability of each of the gear types to allow identifica-
tion of observed rockfishes to species. The proportion of 
unidentified fish by transect was the dependent variable 
for comparisons among the categorical variable of gear 
type. The proportion data were arcsin square-root–trans-
formed before the tests to best approximate normality. 
Statistical significance for all tests was determined at 
a<0.05.


The fish-length distributions for major species were 
compared among gear types by using pairwise Kol-
mogorov-Smirnov tests to determine whether the length 
distributions from different gear types could have been 
drawn from the same sample. Fish-length composition 
was compared by using ANOVA to test for significant 
differences in mean length within major species for 
the 3 gear types. Owing to small overall sample sizes, 
individual fish lengths were used as replicates in this 
analysis and were combined across transects. The mean 
length of two rockfish species (northern rockfish and 
dusky rockfish) that occurred in both trawlable and 
untrawlable habitat were also compared to determine 
if fish were smaller in one habitat than in the other.


The percentage of rockfish that could be measured 
out of the total number of rockfish observed per tran-
sect for the major species was also calculated for each 
gear type. We used a t-test to determine whether the 
proportion of rockfish that could be measured was sig-
nificantly different between the ROV and the SDC. 
For this analysis, the overall proportions of rockfish 
measured on each transect were used as the replicates. 
The proportion data were arcsin square-root–trans-
formed before the t-test to improve normality. We did 
not consider this comparison for the rockfish captured 
in bottom trawl hauls because all the fish captured in 
the trawl could potentially be measured.
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The acoustic dead zone is the area near the seafloor 
where fish targets cannot be resolved from the seafloor 
echo. At the Snakehead Bank, it was found to be depth 
dependent but generally extended to 0.7 m above the 
seafloor (Jones et al., 2012 [this issue]). Therefore, we 
calculated the proportion of each rockfish species that 
was observed in the acoustic dead zone (<1 m off the 
seaf loor) and compared this proportion to a random 
vertical distribution of fish using a chi-squared statistic. 
This analysis was conducted only for fish whose height 
off the seafloor was measured with the SDC and was 
used to test the hypothesis that rockfish were randomly 
sorting themselves into heights off the seafloor, regard-
less of species. 


The distribution of rockfish species between traw-
lable and untrawlable areas was also compared to a 
random distribution over the two habitats by using a 
chi-squared test. Additionally, the proportion of each 
of the major rockfish species and a combined “other” 
species group that occurred in untrawlable habitat was 
calculated along transects and compared to determine 
whether individual species were found in significantly 
different proportions in either trawlable or untrawlable 
habitats. For these analyses the replicates were tran-
sects where the species (or species group) occurred and 
where both trawlable and untrawlable areas occurred 
along that transect. Thus, the distribution of a rockfish 
species was tested as to whether it was found predomi-
nantly within trawlable or untrawlable habitat along 
a transect. The proportion data were arcsin square-
root–transformed before the t-test to improve normality. 


To produce a target verification map of backscatter 
from fish targets for acoustic analysis, we then assumed 
that the height of rockfish off the seafloor would have 
been the same for the fish observed in the ROV and cap-
tured in the bottom trawl (where this aspect of rockfish 
distribution was not measured) as was observed with 
the SDC. The proportions of each rockfish species <1 m 
off bottom and >1 m off bottom from the SDC were thus 
applied to the fish observed by the ROV and captured 
by the bottom trawl. The resulting proportions were 
shown graphically across the area of the acoustic survey 
where target verification transects and bottom trawl 
tows were conducted in order to show the spatial distri-
bution of fish species, as well as their vertical distribu-
tion as either within or above the acoustic dead zone.


Finally, the amount of time needed to deploy and re-
trieve each gear type and process the data to completion 
was estimated. The amount of time for each task was 
summed by each gear type for comparisons. The ap-
proximate cost for building, deploying, and maintaining 
each of the gear types was also compared.


Results


Classification of substrate


The most common seafloor substrates observed in the 
ROV and SDC video data from the Snakehead Bank were 


combinations of cobble, pebble, and sand. These 3 sub-
strates comprised the primary substrate in 70.7% of the 
total seafloor area observed in the ROV videos and 89.8% 
of the seafloor observed in the SDC videos. However, 
23.6% of these otherwise trawlable substrates observed 
in the ROV videos and 71.7% of these substrates in SDC 
videos were judged to be untrawlable because of the 
presence of large boulders or rocks. In total, 46.0% of 
the substrate observed by the ROV was designated as 
untrawlable, whereas 74.6% of the substrate observed 
by the SDC was designated as untrawlable. The untraw-
lable observations came predominantly from the eastern 
half of the study area. Acoustic data confirmed that the 
eastern half of the study area was mostly untrawlable 
and the western half of the bank was predominantly 
trawlable (Fig. 1; Weber et al.2). However, some patches 
of trawlable ground occurred at transects in the area 
designated as predominantly untrawlable and vice versa.


Identification of fish


The ROV was deployed at four locations, the bottom 
trawl was deployed at six locations, and the SDC was 
deployed at eight locations where acoustic backscatter 
attributed to fish was observed near the seafloor and 
in the water column (Fig. 1). During two of the SDC 
deployments only a single camera collected images and 
during one deployment at a trawlable location, no rock-
fish were observed. At 5 of the SDC sites, the bottom 
trawl was deployed at the same location immediately 
after SDC deployment. One of the ROV deployments was 
at the same location as that of a SDC deployment and 
two of the ROV deployments were at the same location 
as that of a bottom trawl (Fig. 1). However, all of the 
target verification deployments used in this analysis 
occurred between depths of 65 and 150 m on the top of 
the Snakehead Bank, and all were conducted within a 
210-km2 area.


Twelve different species of rockfishes were identified 
at the Snakehead Bank study area. Nine species were 
identified by using the ROV, 9 with the bottom trawl, 
and 7 with the SDC. Six species were observed in com-
mon by all 3 gear types. The most common rockfish cap-
tured in the bottom trawl and recorded by the ROV and 
SDC was dusky rockfish (Table 1). These were followed 
by harlequin rockfish (S. variegatus), northern rockfish, 
and Pacific ocean perch. Analysis of variance revealed 
there were no significant differences in the number of 
species observed among the three gear types (P=0.31, 
F=1.27, n=16 deployments). The total numbers of fish 
observed were almost equal for the ROV and SDC (1251 
and 1176, respectively). The number of fish captured 
by the bottom trawl (6993) was much higher. The total 
amount of seafloor observed by the optical methods was 


2 Weber, T., C. N. Rooper, J. L. Butler, D. T. Jones, and C. D. 
Wilson. 2012. Seabed classification for trawlability using 
the Simrad ME70 multibeam echosounder on Snakehead 
Bank in the Gulf of Alaska. In review.
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Table 1
Number of deployments, rockfish species observed or caught, percentage of rockfish not identified to species, total area swept, and 
percentage of area that was untrawlable for each gear type: remotely operated vehicle (ROV), modified bottom trawl (trawl), and 
stereo drop camera (SDC). Trawlability was defined in reference to the standard Poly-Nor’Eastern 4-seam bottom trawl used by 
the Alaska Fisheries Science Center in biennial bottom trawl surveys of the Gulf of Alaska and Aleutian Islands (Stauffer, 2004), 
not the modified bottom trawl used during our study.


 ROV Trawl SDC


Deployments  4 6 8


Rockfish observed
 Pacific ocean perch Sebastes alutus 107 9 10
 Dusky rockfish S. variabilis 700 4733 500
 Northern rockfish S. polyspinis 31 254 148
 Dark rockfish S. ciliatus 7 40 8
 Harlequin rockfish S. variegatus 166 1942 151
 Redbanded rockfish S. babcocki 5  
 Tiger rockfish S. nigrocinctus 3  
 Redstripe rockfish S. proriger 80 2 
 Pygmy rockfish S. wilsoni  1 
 Silvergrey rockfish S. brevispinis  4 
 Rosethorn rockfish S. helvomaculatus   3
 Yelloweye rockfish S. ruberrimus 36 8 5
 Unidentified rockfish Sebastes spp.  116  351


Total rockfish species  9 9 7


Total rockfish observed  1251 6993 1176


Percentage unidentified  9.3% 0.0% 29.8%


Total area swept (ha)  2.70 4.66 2.62


Percentage untrawlable  46.0% 100.0% 74.6%


similar (~2.7 and 2.6 ha) and the amount of seafloor 
swept by the bottom trawl was much greater (4.7 ha). 


There were significant differences in the percentages 
of fish identified to species with the 3 gear types by us-
ing ANOVA (P=0.002, F=10.45, n=16). The percentage 
of fish not identified to species was low for the ROV 
(9.3%), where control of the camera allowed individual 
fish to be followed and examined for species identifica-
tion (Table 1). Fish identification was complete with the 
bottom trawl because all individuals could be closely 
examined and unambiguously identified. The high per-
centage of unidentified rockfish (29.8%) with the SDC 
reflects our inability to finely control the position and 
attitude of the drop camera system to closely examine 
fish for identification.


Measurement of fish length


Length distributions of dusky rockfish and harlequin 
rockfish were not significantly different (P=0.71 and 
P=0.34) between the ROV and SDC (Fig. 2). The length 
distributions were significantly different between the 
bottom trawl and the two optical methods (ROV and 
SDC) for dusky rockfish (P=0.018 and P=0.013) and 
for harlequin rockfish (P=0.003 and P=0.002). Length 
distributions for Pacific ocean perch were significantly 


different (P=0.03) between the ROV and bottom trawl 
(there were not enough samples from the SDC to con-
duct statistical tests). Length distributions of northern 
rockfish from each of the gear types were significantly 
different (P<0.01). 


Analysis of variance revealed that mean lengths of 
the major rockfish species collected in this study var-
ied significantly among gear types (Fig. 3). Tukey’s 
post hoc tests for 3 species of rockfishes (dusky rock-
fish, harlequin rockfish, and Pacific ocean perch) in-
dicated there were no significant differences in mean 
length measured with the 2 optical gear types (P>0.05). 
Tukey’s post hoc tests indicated that the mean length 
of northern rockfish from the ROV was significantly 
shorter than those estimated by the SDC, and northern 
rockfish measured by both the optical methods were 
significantly shorter than those measured from the 
bottom trawl. Mean lengths of harlequin rockfish from 
the ROV and SDC were significantly shorter than those 
from the trawl. Dusky rockfish and Pacific ocean perch 
mean lengths were the same for all 3 methods. In gen-
eral, more shorter fish were observed with the optical 
methods than with the bottom trawl. Interestingly, the 
mean length of northern rockfish from untrawlable ar-
eas was shorter than that from trawlable areas (Fig. 4), 
although no differences in length by habitat (trawlable 
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or untrawlable) were observed for dusky rockfish. Be-
cause of the confounding of gear types for northern 
rockfish (all the small northern rockfish were measured 
by using the ROV in untrawlable areas and only one 
northern rockfish was measured in an untrawlable area 
with the SDC), these differences could not be tested for 
statistical significance. 


The percentages rockfish observed on a transect 
that could be measured varied between the ROV and 
SDC, although this difference was not statistically sig-


Vertical distribution of fish and comparisons  
between trawlable and untrawlable areas


The results of the acoustic survey indicated that 
the majority of rockfish were near the seafloor 
because the mean height off bottom of rockfish 
from all 8 acoustic survey passes was 1.5 m 
(Jones et al., 2012 [this issue]). Mean height 
off bottom during each of the 8 survey passes 
ranged from 1 to 3.25 m, a range that allowed 
most of the rockfish biomass to be observed with 
the ROV or SDC or captured in the trawl. The 
observed height off the seafloor, as measured 
with the SDC, varied significantly among rock-
fish species from a random distribution accord-
ing to a chi-squared test (Table 2). Harlequin 
rockfish, Pacific ocean perch, rosethorn rockfish 
(S. helvomaculatus), dark rockfish (S. ciliatus), 
and yelloweye rockfish (S. ruberrimus) were 
observed exclusively within 1 m of the seafloor 
(Fig. 6). The rockfish species found in the water 
column (>1 m off the seafloor) were dusky and 
northern rockfish, although these species were 
also found within the acoustic dead zone as 
well. The bottom trawl integrated rockfish catch 
from approximately 0 m to 7 m (the height of 
the net opening) off the seafloor and the ROV 
laser system does not allow for measurement of 
distance off the seafloor on a fine scale; there-
fore the depth distributions of various rockfish 
species could not be precisely determined with 
these gear types.


With a chi-squared test, we also detected a 
significant nonrandom distribution of rockfish 
species by habitat type; either trawlable or un-
trawlable (Table 3). The proportion of fish in 
untrawlable areas was higher than in trawlable 
areas for the individual fish species (Fig. 7), as 
well as for the combined other rockfish group 
(yelloweye rockfish, redstripe rockfish (S. pro-
riger), redbanded rockfish (S. babcocki), dark 
rockfish, tiger rockfish, and rosethorn rockfish). 
T-tests indicated some of these differences were 
insignificant, because the proportion of dusky 
rockfish (P=0.10, t=–1.83, n=10), northern rock-
fish (P=0.33, t=–1.07, n=6), and Pacific ocean 
perch (P=0.07, t=–2.12, n=8) was not signifi-
cantly higher in untrawlable areas than in traw-
lable areas. All the harlequin rockfish and the 


nificant when a t-test was applied (P=0.056, t=–2.3, 
df=7). For the ROV an average of 9.9% (SE=0.054) of 
the dusky rockfish, northern rockfish, harlequin rock-
fish, and Pacific ocean perch observed on a transect 
could be measured. On average 41.9% (SE=0.184) of 
these species captured in a trawl haul were measured, 
higher than the percentage with the optic methods 
(Fig. 5). With the SDC, 35.6% (SE=0.100) of the rock-
fish species observed on a transect could be measured 
(Fig. 5). 


Figure 2
Length-frequency data for each gear type (ROV=remotely oper-
ated vehicle, Trawl= bottom trawl=Trawl, and SDC=stereo drop 
camera) for dominant rockfish species observed at the Snakehead 
Bank, Alaska, in 2009. n=the number of fish measured for each 
species and gear type.
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Figure 4
Mean (and standard error) fork length (cm) for rockfish species observed 
and measured in both trawlable and untrawlable regions of the Snake-
head Bank, Alaska in 2009. Data from the remotely operated vehicle 
and stereo drop camera are combined. n=number of fish measured 
for each species. 
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rockfish grouped into the “other species” 
category were observed exclusively in un-
trawlable areas, with the exception of one 
redbanded rockfish (Fig. 7). This division 
resulted in a significantly higher propor-
tion of the “other species” group being 
found in untrawlable areas than in traw-
lable areas (P<0.0001, t=–40.09, n=12). 


Together, the differences in both vertical 
(height off the seafloor) and spatial (traw-
lable versus untrawlable habitat) distribu-
tions of the rockfish, resulted in a complex 
picture of the verification of fish species 
potentially observed in acoustic data dur-
ing the survey of Snakehead Bank (Fig. 
8). Rockfishes within the acoustic dead 
zone (<1 m) over trawlable areas were 
dominated by dusky rockfish and north-
ern rockfish (Fig. 8). In the untrawlable 
areas, the acoustic dead zone contained 
dusky, harlequin, and northern rockfishes 
in greatest abundance. Fish in the water 
column (>1 m off bottom) that were likely 
to be observed by using the vessel acous-
tics comprised mostly dusky and northern 
rockfish in both trawlable and untrawlable 
areas, although as shown in Figure 7, the 
higher proportion of these two species was 
observed in untrawlable areas. 


Data analysis, processing time, and cost


The ROV required both the highest level 
of expertise and the longest time to deploy 
(Table 4). The bottom trawl required the 
least amount of time to deploy, retrieve, 
and process samples (Table 4). The level of 
expertise required to deploy and retrieve 
the gear was high, but other tasks asso-
ciated with the bottom trawl required 
moderate expertise. The level of exper-
tise required to deploy and retrieve the 
SDC was also high, although it could be 
done in relatively short time. The level of 
expertise to process the SDC video footage 
into data required for acoustic surveys was 
also high, and the time required to col-
lect and process one sample (1 h of video) 
was large (7 h). Once the ROV video was 
collected, processing it into data required 
for verification of target species in the 
acoustic surveys was comparable to that 
required with the SDC, although more 
time was necessary to measure the lengths of fish with 
the lasers than with the stereo cameras. The initial costs 
of purchasing the ROV and constructing the bottom 
trawl were quite high. The SDC was the cheapest of the 
3 equipments to purchase and construct. The cost per 
unit of area surveyed during this project was cheapest 
with the bottom trawl and most expensive with the ROV.


Discussion


In this study, the rockfish species observed in the 
water column were similar between trawlable and 
untrawlable areas, which is encouraging for the poten-
tial to assess the biomass of these species acoustically 
in both types of habitats. However, clear differences 


Figure 3
Mean (and standard error) fork length (cm) for dominant rockfish spe-
cies observed with the 3 gear types (ROV=remotely operated vehicle, 
Trawl=bottom trawl, and SDC=stereo drop camera) at the Snakehead 
Bank, Alaska, in 2009. Sample sizes for length measurements are the 
same as those shown in Figure 2.
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Figure 5
Average proportion (and standard error) of rockfish that were mea-
sured out of the total number of dusky rockfish (Sebastes variabilis), 
northern rockfish (S. polyspinis), harlequin rockfish (S. variegatus), 
and Pacific ocean perch (S. alutus) observed. Proportions were 
calculated for the 4 species from each transect surveyed with the 
remotely operated vehicle (ROV; n=4 deployments), bottom trawl 
haul (trawl; n=6 deployments) and stereo drop camera transect 
(SDC, n=5 deployments) conducted at the Snakehead Bank, Alaska, 
in 2009 where length data were collected. The average proportions 
were computed by using transects as replicates. 
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Table 2
Chi-squared test for random distribution of each rockfish species at <1 m height off the seafloor. The observed frequency and 
expected frequency of each rockfish species <1 m off the seafloor are shown for data from stereo drop camera deployments where 
both cameras were functional and rockfish were observed during the deployment (n=5 deployments). 


 Observed frequency Expected frequency
Species <1 m off bottom Species <1 m off bottom


Dusky rockfish (Sebastes variabilis)  7 11
Northern rockfish (Sebastes polyspinis)  3 11
Harlequin rockfish (Sebastes variegatus)  7  4
Other rockfish: Pacific ocean perch (Sebastes alutus),  
 rosethorn (S. helvomaculatus), yelloweye (S. ruberrimus),  
 and dark rockfishes (S. ciliatus) 18  9
Total number of fish observed/χ2 68 19
χ2 (critical value, P=0.05, df=4)  9.49


in rockfish species composition on the seaf loor in 
trawlable and untrawlable areas were observed during 
this study. Other studies of untrawlable habitats have 
revealed similar differences in rockfish species compo-
sition near the seafloor when compared with trawlable 
areas (Matthews and Richards, 1991; Matthews, 1989; 
Rooper et al., 2007). Our observations highlight the 
potential that a considerable proportion of the rock-


fish biomass (in this case harlequin, northern, and 
dusky rockfish) will be unavailable to the standard 
bottom trawl survey in untrawlable areas, potentially 
negatively biasing population abundance estimates. 
Although at least some of these species may be avail-
able for acoustic biomass estimation, the abundance 
of species that are found in the acoustic dead zone in 
untrawlable areas will be more difficult to estimate 
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Figure 6
Distribution of rockfish species by height off the seafloor (m) at the Snakehead Bank, Alaska, in 2009. These 
data were available only from the five stereo drop camera transects where both cameras were functional 
and where rockfish species were observed. The data for each depth and species are split into trawlable and 
untrawlable proportions based on the seafloor characteristics where the individual fish were observed. Other 
rockfish include Pacific ocean perch (Sebastes alutus), rosethorn rockfish (S. helvomaculatus), yelloweye 
rockfish (S. ruberrimus), and dark rockfish (S. ciliatus). n=no. of fish in sample. 
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Table 3
Chi-squared test for the random distribution of rockfish species between trawlable and untrawlable habitats. Data from stereo 
drop camera (SDC) and remotely operated vehicle (ROV) deployments (n=12). Shown are the observed frequency and expected 
frequency of rockfish for each species that occurred in trawlable areas, based on the amount of trawlable area surveyed with the 
SDC and ROV are shown. 


 Observed frequency Expected frequency
Species in trawlable areas in trawlable areas


Dusky rockfish (Sebastes variabilis) 157 479
Northern rockfish (Sebastes polyspinis) 130 71
Harlequin rockfish (Sebastes variegatus) 0 127
Pacific ocean perch (Sebastes alutus) 1 46
Other rockfish: yelloweye (Sebastes ruberrimus),  
 redstripe (S. proriger) redbanded (S. babcocki),  
 dark (S. ciliatus), tiger (S. nigrocinctus),  
 and rosethorn rockfishes (S. helvomaculatus) 1 59
Number of fish observed/χ2 1960 366
χ2 (critical value, P= 0.05, df=11)  19.68


because these species are unavailable to both acoustic 
and bottom trawl surveys.


Temporal and spatial variability in species distribu-
tion may have influenced the results of comparisons 


of species distribution by gear types in this study. Al-
though each of the gear types was deployed at a slightly 
different combination of sites over the same relatively 
small area of the Snakehead Bank, each gear type was 
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Figure 7
Mean percentage (and standard errors) of rockfish by species 
observed in trawlable and untrawlable areas as estimated with 
the stereo drop camera and remotely operated vehicle along 
the transects. Only transects that included both trawlable and 
untrawlable areas and transects where the rockfish species 
occurred were used to calculate the mean percentages. The other 
rockfish species group includes yelloweye rockfish (Sebastes 
ruberrimus), redstripe rockfish (S. proriger), redbanded rock-
fish (S. babcocki), dark rockfish (S. ciliatus), tiger rockfish, 
(S. nigrocinctus), and rosethorn rockfish (S. helvomaculatus). 
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Table 4
Estimated total hours spent deploying each gear type to collect one bottom trawl sample from a 5–15 minute tow and one hour of 
underwater images from either the remotely operated vehicle (ROV) or the stereo drop camera (SDC). Each major data collection 
task (identifying, counting, and measuring all species of fish) and data entry is listed, as well as the relative level of expertise 
required to complete the task. Underwater video was used for substrate classification, fish counting, and identification for the 
ROV and SDC. Still images were used for determining fish length for the ROV and SDC, and still images were used to aid fish 
identification with the ROV.


  ROV Bottom trawl SDC


 Estimated Level of Estimated Level of Estimated Level of
 time required expertise time required expertise time expertise
Task (person hours) required (person hours) required (person hours) required


Deployment and retrieval of gear 2.5 High 1 High 1.5 High
Classification of substrate  0.5 High — — 0.5 High
Fish count and identification 2 High 0.5 Medium 2 High
Determination of fish length 3 High 0.5 Low 2 High
Data entry and formatting 1 Medium 0.5 Medium 1 Medium
Total 9  2.5  7 
Initial cost of equipment >$100,000 $66,000 $18,308
Operational cost (per ha of seafloor) $1,393 $139 $262


deployed in reasonably close proximity in space over the 
same time period. We observed uniformity of species 
composition within trawlable and untrawlable habitats 
when sampling with the two optical gear types. For 
example, dusky rockfish and northern rockfish were the 


dominant species observed with both optical gear types 
in trawlable areas, whereas additional rockfish species 
such as harlequin rockfish were found with the optical 
gear types (as well as the trawl) in untrawlable ar-
eas. This result would not be expected if we were sam-


pling substantially different communities in the 
small area the Snakehead Bank. The acoustic 
information showed that the biomass of fish in 
the Snakehead Bank area was relatively stable 
between eight successive day and night pass-
es (~2800 t, coefficient of variation [CV]=0.27; 
Jones et al., 2012 [this issue]), indicating it was 
unlikely that substantial fish movement into or 
out of the study area would have influenced the 
results. 


The spatial scale of the effort varied also with 
each gear type in this study. The bottom trawl 
covered a wide area, whereas the two optical 
technologies covered only small swaths of the 
seafloor. This difference in spatial scale probably 
affected the catchability of the gear types. The 
substrate type also affected the catchability. In 
the more rugose substrate, the ROV and SDC 
allowed rockfish to be observed in individual 
cracks and crevices although identifying indi-
viduals partially hidden in crevices was more 
difficult with the SDC. The modified bottom 
trawl undoubtedly did not capture all the fish 
species that occurred in the most rugose areas. 
The modifications to the footrope were designed 
to allow the net to bounce over large rocks and 
probably led to some fish in rocky areas not be-
ing captured.


Fish length differed between the 3 gear types. 
The smallest fish were observed only with the 
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Figure 8
Composition of rockfish (based on percentages from stereo 
drop camera estimates of height distribution from each spe-
cies) at stations by height off the seaf loor in the categories 
>1 m off the seaf loor and <1 m off the seaf loor. Stations 
were surveyed by remotely operated vehicle, bottom trawl, 
and stereo drop camera. Some sites have been slightly offset 
to show species composition charts. Solid line indicates the 
extent of the acoustic transects, the shaded area shows the 
area that was considered predominantly untrawlable in the 
analysis of acoustics (Weber et al.2). Dusky rockfish (Sebastes 
variabilis), northern rockfish (S. polyspinis), harlequin rockfish 
(S. variegatus), and Pacific ocean perch (S. alutus) are shown 
individually. The other rockfish species group comprises yel-
loweye rockfish (Sebastes ruberrimus), redstripe rockfish (S. 
proriger), redbanded rockfish (S. babcocki),dark rockfish (S. 
ciliatus), tiger rockfish (S. nigrocinctus), pygmy rockfish (S. 
wilsoni), silvergrey rockfish (S. brevispinis), and rosethorn 
rockfish (S. helvomaculatus). 


optical gear types and therefore they were either 
unavailable to or not retained by the bottom trawl; 
the smallest rockfish (<150 mm) could probably 
escape more readily through the bottom trawl. 
Escapement of this kind has been observed in the 
Gulf of Alaska and Aleutian Islands bottom trawl 
surveys where the smallest (<100 mm) rockfish 
are often not captured (von Szalay et al., 2010, 
2011). Because juvenile fish and smaller species, 
such as harlequin rockfish were observed primari-
ly in untrawlable areas, it is also possible that the 
smallest fish seek out shelter among the rocks and 
are not available to the bottom trawl. The accu-
racy of the fish length measurements also differed 
by gear type. The fish captured in the bottom 
trawl are generally assumed to be measured with 
only a minimal amount of error because each mea-
sured fish is individually handled, measured, and 
recorded. However, fish caught by bottom trawl 
are only measured to the nearest cm. The error 
rates for the SDC in measuring the size of known 
targets have previously been estimated to be less 
than 8.2%, or less than 2.5 cm for a 30-cm fish 
(Williams et al., 2010). Other stereo video systems 
have generally produced smaller error rates <1% 
of length (Harvey et al., 2002, 2003; Shortis et 
al., 2009). The higher error rates for the SDC are 
probably due to the need to remove cameras from 
the housing unit after each deployment, which 
possibly causes a slight misalignment of the cam-
eras in relation to the position at calibration re-
ducing the precision of measurements (Williams et 
al., 2010). The accuracy of length measurements 
from the ROV parallel laser measuring system 
was not determined; however, previous research 
with parallel laser systems have indicated length 
measurements are accurate to 1–5% of the to-
tal length of a rigid object (Rochet et al., 2006). 
Because fish lengths are translated directly into 
target strength estimates for acoustic biomass 
estimation, errors and biases in fish length from 
the target verification tools are important to de-
termine so that the effect on total fish biomass 
can be known.


Thus, the results of this study indicate that the 
method chosen for target verification in acoustic 
assessments depends on the fish species to be 
assessed, their size, and the substrate type to be 
examined. Advantages of the bottom trawl over 
the optical methods are that it allows identifica-
tion and measurements of all the rockfish species 
collected. Specimens collected with the bottom 
trawl also provide auxiliary information important 
to stock assessment, such as diet, age, and stage 
of maturity. The advantage of the optical methods 
is that they provide data for discriminating spe-
cies assemblages in untrawlable areas or areas 
with potentially vulnerable habitats such as deepwater 
corals and sponges that could be damaged by further 
trawling (Heifetz et al., 2009). Habitat-specific densities 


and associations can also be collected by video meth-
ods—factors that are masked by the bottom trawl that 
integrates the catch over a large and unobserved area 
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of the seafloor. Optical methods also allow researchers 
to collect length information from smaller individuals, 
but this advantage can be offset by potential inaccura-
cies in species identification because these small indi-
viduals are difficult to identify with optical methods.


There are cost advantages of using the SDC over 
both the ROV and trawl methods because the initial 
investment in equipment is smaller. The stereo cameras 
allow scientists to accurately measure the height of 
individual fish off the seafloor and the opportunity to 
measure the length of a higher proportion of observed 
fish than does the ROV. These are both critical factors 
for acoustic surveys where it is important to know the 
size of fish that are observed acoustically in the water 
column. The major disadvantages of the SDC are the 
difficulties associated with identifying all fish to spe-
cies and an inability to finely control the position of 
the cameras. 


For this analysis, we assumed that the distribution of 
height off bottom for each species was accurately repre-
sented by the data collected with the SDC. Any behav-
ioral reactions to this camera system (for example fish 
diving away from the camera as it approached) would 
have influenced our ability to perceive the height of fish 
off the bottom accurately. Errors in this measurement 
would have serious effects on the acoustic estimates 
of abundance for any species that reacted to the SDC. 
For example, if one rockfish species had a tendency to 
dive to the seafloor before coming into the view of the 
SDC, as has been observed with manned submersibles 
(Krieger and Ito, 1999), the species could be under-
represented in the biomass estimate of fish from above 
the acoustic dead-zone. As the SDC is a relatively small 
vehicle without a motor that drifts at low speeds with 
the prevailing current (creating less noise), its potential 
for eliciting a reaction by fishes is probably less than 
that of the bottom trawl or ROV. During the analysis 
of the video from this study, we observed that reactions 
to the SDC by rockfish were minimal, consistent with 
a previous study with a SDC (Rooper et al., 2010) and 
a study where a larger towed camera sled was used 
(Rooper et al., 2007). Fish reactions to underwater ve-
hicles have generally been found to vary with both the 
species examined (Krieger and Ito, 1999; Lorance and 
Trenkel, 2006; Ryer et al., 2009) and the type of un-
derwater vehicle used (Stoner et al., 2008). This is an 
area where more research should be completed in order 
to gauge the ability of the SDC and other underwater 
vehicles to accurately measure the height of rockfishes 
off the seafloor. 


Conclusion


Our overall recommendation for verification of target spe-
cies in acoustic surveys in areas of patchy untrawlable 
habitat is that a combination of technically advanced 
stereo-optic equipment and more rugged bottom trawls 
be used where species identification is likely to be dif-
ficult or where many species are found in the water 


column. In cases where the rockfish assemblage is domi-
nated by one or two easily distinguishable species, the 
stereo-optic methods will be the least destructive way to 
obtain the basic information needed to conduct fisheries 
acoustic surveys. An important problem highlighted by 
this research is that species exclusively found in the 
acoustic dead zone (for example, yelloweye rockfish in 
this study) will not be able to be assessed acoustically. 
For these species, alternative methods such as bottom 
trawls, long-lines, or optical methods using line transect 
or area swept survey methods will be the only adequate 
means for estimating the abundance of these fish. There-
fore, our results suggest that the selection of appropriate 
methods for target verification depends on the specific 
objectives, habitat types, and species complexes being 
assessed.
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Acoustic surveys monitor euphausiid populations in the Bering Sea because of their importance as prey for walleye pollock and other
organisms. Various scattering models exist to convert acoustic backscatter data to estimates of euphausiid numerical density or
biomass, but a target strength (TS) model specific to Bering Sea euphausiids has not been available. This study parameterized a dis-
torted wave Born approximation (DWBA) scattering model using physical (length and body shape) and material (density contrast, g,
and sound speed contrast, h) properties measured from live euphausiids. All model parameters (length, shape, material properties,
orientation) were evaluated for their effect on predicted TS. A polynomial function was used to describe animal shape and produced
smaller TS estimates compared to a taper function, as is traditionally used in DWBA scattering models of euphausiids. Animal length
was positively correlated with TS, but variations in other parameters (including material properties and orientation) also produced
large changes in TS. Large differences in TS between estimates calculated using measured versus literature material property values
caused large variations in acoustic estimates of euphausiid numerical densities (animals m23) which emphasizes the importance of
collecting site-specific g and h measurements when possible.


Keywords: distorted wave Born approximation (DWBA), euphausiids, target strength (TS).


Introduction
Euphausiids (“krill”, principally Thysanoessa spp.) are an import-
ant part of the Bering Sea ecosystem. These crustacean zooplank-
ton are prey for many species, including murres (Decker and
Hunt, 1996), northern fur seals (Sinclair, 1994), puffins (Hatch
and Sanger, 1992), and most notably walleye pollock (Theragra
chalcogramma; Bailey, 1989; Lang et al., 2000, 2005) as pollock
are the target of one of the largest single-species fisheries in the
world (FAO, 2009). There are interests in a quantitative estimate
of the abundance of euphausiids in the eastern Bering Sea
because of the trophic linkage between euphausiids and pollock
(Ianelli et al., 2009). Acoustic-trawl resource assessment surveys
conducted in the Bering Sea by the National Marine Fisheries
Service (Honkalehto et al., 2009) provide a potential source of
this information. Acoustic surveys sample large areas at high
spatial and temporal resolution (Simmonds and MacLennan,
2005), but net sampling must also be conducted to ground-truth


the acoustic data and determine the types of animals being
detected (Kasatkina et al., 2004). Once the identity of the domin-
ant acoustic targets are known, a model of the acoustic scattering
from these targets is required to convert acoustic backscatter mea-
surements into units of animal abundance and biomass (Foote and
Stanton, 2000).


The prevailing approach to modelling the scattering of euphau-
siids is via physics-based scattering models. These models require
input parameters describing the acoustic wave (frequency or wave-
length) and the target (shape, length, orientation relative to the
acoustic wave, and material properties) (Stanton and Chu, 2000;
Lavery et al., 2002; Demer and Conti, 2003a, b; Lawson et al.
2006). The material properties used in acoustic modelling are:
density contrast (g), which is the ratio of the density of the
animal to the density of the ambient seawater, and sound speed
contrast (h), which is the ratio of the speed of sound in the
animal to that of the surrounding seawater. Material property
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data are often measured through laboratory studies of individual
specimens (Greenlaw and Johnson, 1982; Køgeler et al., 1987;
Forman and Warren, 2010), although these measurements have
also been made at sea (Chu and Wiebe, 2005; Smith et al.,
2010). One purpose of this study was to examine the influence
of material properties, specifically g and h, on model predictions
of Bering Sea euphausiid target strength (TS).


A variety of scattering model formulations have been proposed
for euphausiids. Initially, euphausiids were modelled as straight
cylinders (Stanton 1988a, b), but more advanced models consid-
ered their shape to be deformed (bent) cylinders (Stanton et al.,
1993a,b; Stanton and Chu, 2000). Ray-based solutions were used
to compute the scattering at different euphausiid orientations;
however, ray-based models work best for angles of incidence
near normal to the lengthwise axis of the body (Stanton et al.,
1993b) and most are only valid at high frequencies where the
acoustic wavelength is smaller than the cross-sectional radius of
the euphausiid (Urick, 1983). However, Stanton et al., (1993b)
presented a ray-based solution with a phase correction that
worked at a wider range of frequencies (ka.0.3 where ka is the
product of the acoustic wave number, k, and the equivalent cylin-
drical radius of the animal, a).


More recently, the distorted wave Born approximation (DWBA)
model has been used to model the backscatter from euphausiids.
The DWBA model is valid for all acoustic frequencies, can be evalu-
ated for all angles of orientation (Chu et al., 1993), and can be applied
to arbitrary shapes (Stanton et al., 1998a, b). In the DWBA model, a
scattering function is integrated over the length of the axis of the
body, taking into account the phase shift that results from the bent
body. The model assumes that the targets are comprised of weakly
scattering material, which is true for euphausiids. The general
formula for modelling acoustic scattering with the DWBA model
was first given by Morse and Ingard (1968) as:


f bs =
k2


1


4p


∫ ∫
v


∫
gk − gr
( )


ei2
(
�ki


)
2
·�rpos dv (1)


The integration is within the volume (v) of the body and has a position


vector ([rpos]), [(�ki)2] is the incident wave number vector inside the
body, and gk and gr are terms used to describe the material properties
within the body. The parameters gk and gr are expressed in regards to
the compressibility (k), density contrast (g), and sound speed contrast
(h) and are described as follows:
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In this paper, we define the term |gk – gr| as the material property par-
ameter (M). It will later be parameterized based on g and h measure-
ments for Bering Sea euphausiids.


Since the general formula for the DWBA model is complex and
requires knowledge of the animal’s shape and material properties


in three dimensions, a simplified form of the DWBA model with
only one integral has been developed (Stanton et al., 1993a).
The single integration assumes that the cross-section of the elon-
gated zooplankton is circular throughout the length of the body
and the material properties are constant throughout the animal;
therefore the integration follows the length of the body (Stanton
et al., 1993a; Stanton et al., 1998b; Stanton and Chu, 2000). It is
written as follows:


f bs =
k1
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∫
�rpos


a gk − gr
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·�rpos


J1 2k2acosbtilt


( )
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where a is the radius of the euphausiid as it changes along the
length of the animal’s body (L), k1 refers to the acoustic wave
number in the surrounding medium, k2 is the acoustic wave


number inside the body, [(�ki)2] is the wave number vector of in-
cident field evaluated inside the body, ßtilt is the angle between
the incident wave (ki) and the cross section of the cylinder at
each point along its axis, and J1 is the Bessel function of the
first kind of order one. For modelling purposes, each euphausiid
is divided into multiple cross-sectional areas and the energy
reflected by each section is calculated separately and added to-
gether for the entire animal. The scattering amplitude, fbs, is
related to the backscattering cross section of the target (sbs)
and TS by the following relation (Urick, 1983; Medwin and
Clay, 1998):


TS = 10 log10|f bs|2 = 10 log10 sbs (6)


TS is a logarithmic measure of the proportion of the incident in-
tensity backscattered from the target measured in units of dB
relative to 1 m2.


The DWBA model may not properly capture the phases of the
backscattered signal for angles away from normal incidence. TS pre-
dictions from the DWBA model have been experimentally validated
for euphausiids near broadside incidence with angles less than 15–
30º; however, the model predictions of TS at larger angles in the
same experiment were approximately 5–10 dB lower than direct
measurements (McGehee et al., 1998). Demer and Conti (2003a)
proposed that the variability in the phases had three possible expla-
nations: scattering variability in a field with stochastic noise, eu-
phausiid shape is more complex than the assumed cylinder with
varying radii, and euphausiids flex their body as they swim. They
attempted to account for this phase variability using a stochastic
distorted wave Born approximation (SDWBA) model validated
for Antarctic krill (Demer and Conti 2003a, b). Unfortunately
their potential explanations for phase variability in echoes from
euphausiids have not been conclusively demonstrated or individu-
ally analysed and there is no consensus yet on the best model for
euphausiid scattering, though the SDWBA model has been
adopted by the Commission for the Conservation of Antarctic
Marine Living Resources (CCAMLR) community for krill
biomass assessments (Reiss et al., 2008).


In general, the DWBA model has been more widely used than
the SDWBA to model backscatter of euphausiids (Lawson et al.,
2006; Amakasu and Furusawa, 2006; Lee et al., 2008; Lawson
et al., 2008) as well as other animals such as mackerel
(Gorska et al., 2005), Japanese anchovy (Miyashita, 2003), salps
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(Wiebe et al., 2010), and squid (Jones et al., 2009). Recent studies
suggest that euphausiids spend most of their time at orientations
where they are nearly horizontal in the water column (Demer
and Conti, 2005, Conti and Demer, 2006; Lawson et al., 2006),
and for this range of animal orientations there may be little differ-
ence between DWBA and SDWBA model predictions. For these
reasons we elected to use the DWBA model parameterized using
recent measurements of the material properties and shape of
Bering Sea euphausiids (Smith et al., 2010) to estimate TS, and
evaluate the effects of animal shape, length, material properties,
orientation, and curvature on these estimates.


Methods
Animal length, shape, species, and material properties were mea-
sured at sea for live euphausiids (Smith et al., 2010) collected in
short tows made near the surface at night using a Methot trawl
(MT) (Methot, 1986). An MT is a rigid-frame trawl and depressor
vane with a 5 m2 mouth opening, 2 mm × 3 mm oval mesh in the
body of the net, and 1 mm mesh in the codend, towed at 2–3 kts.
Zooplankton samples were collected at nine stations from 20 June
to 9 July 2008 during the Bering Sea acoustic-trawl pollock survey
aboard the NOAA Ship Oscar Dyson (Figure 1). These data, as well
as several different distributions of animal orientation from the lit-
erature, were used to parameterize the DWBA model. Since strong
species-specific differences in length and material properties were
not observed in these data (Smith et al., 2010), euphausiids of all
species are modelled using the same parameters. The effect of each
model parameter on TS estimates for acoustic frequencies from 10
to 1000 kHz was calculated. MTs conducted on euphausiid layers
during daytime were used for comparisons of acoustic and net
capture estimates of euphausiid density.


Model parameterization and sensitivity
TS predictions from the single integration DWBA model
(Equations 5 and 6) rely on the shape of the euphausiids (L and
a), their material properties (gk and gr), and their orientation
and curvature (ßtilt).


Animal Shape
Chu et al. (1993) described the shape of the euphausiids using a
taper function:


a z( ) = a0∗


��������������������
1 − z


L/2
( )


( )T
⎡
⎣


⎤
⎦


√√√√√ (7)


where T is the taper variable, a0 is the radius at the midsection of
the euphausiid (z ¼ 0) which is half of the measured width (widest
part of the first thoracic segment), and L is the length of the animal
from the anterior tip of its eye stalk to the posterior tip of its telson
(Foote, 1990; McGehee et al., 1998; Demer and Conti, 2005).
Previous studies of Antarctic krill (Chu et al., 1993; Lawson et al.
2006) used a taper value of 10 (taper occurs rapidly near the
edge of both ends of the animal), but a taper variable equal to 2
(taper is gradual and begins near the mid-section of the animal)
was a better visual match to the shape of the Bering Sea euphau-
siids. However, a more realistic shape model was created by meas-
uring the animal’s height (dorsal to ventral distance), which was
later used to calculate the radius, in 0.5 mm increments along
the length of the body from digitized images of four Bering Sea
euphausiids. The radii were normalized by dividing each radii
measurement by the largest radius measurement so that the
radius values ranged from 0 to 1. The length of the euphausiid’s
body was also normalized (to a value of two) and shifted so that
the animal’s telson was considered to be point –1, the midpoint
was 0, and the end of the eye was 1 (Figure 2). This was done to
create a length-independent shape function applicable to krill of
any size. The normalized radius measurements were then averaged
for all animals, and two shape functions (a smoothly-varying
sixth-degree polynomial and a segmented five-part piecewise)
were fit to these measurements. The new shape function was
based on measurements of four animals, but there was little vari-
ation between each animal (mean standard deviation in normal-
ized radii was 0.04). The sixth-degree polynomial function, the
piecewise function, and the two taper functions (with T ¼ 10
and 2), were separately used to describe the shape of the animal
in the DWBA model to estimate the TS of euphausiids.


In order to compare the differences in model predictions of TS
for the four shapes, the scattering spectra were calculated for each
shape function for two different cases, all shapes with the same
mean radii (1.5 mm) and different volumes (T ¼ 10,v ¼ 5.98
mm3; T ¼ 2, v ¼ 5.03 mm3; polynomial v ¼ 2.34 mm3, and piece-
wise v ¼ 1.68 mm3), and all shapes with the same volume (5.98
mm3) but different radii (T ¼ 10, r ¼ 1.0 mm; T ¼ 2, r ¼ 1.1
mm; polynomial r ¼ 1.6 mm, and piecewise r ¼ 0.9 mm). In
general, TS models are parameterized using length and width
(or height) measurements (not using animal volume); however,
varying volumes can have an effect on TS as well as the frequency
response of the scattering. Thus, both scenarios (constant radii
and varying volumes, varying radii and constant volumes) were
examined and calculations were made over the frequency range
of 10–1000 kHz.


Animal length
TS was estimated for each euphausiid measured in this study using
the measured values in animal length, g, and h, and the DWBA
model. Assuming the orientation of a euphausiid does not
change, the TS will increase with the length of the animal, although


Figure 1. Station locations are shown for Methot trawl (MT)
stations (numbered circles) where material property measurements
were made, and daytime trawl (DT) stations (squares) where
concurrent acoustic and net data were collected. Stations were
divided into East (filled) and West (open) regions. DT and MT
stations were conducted on different cruise legs during the summer
of 2008. Bathymetry contours (dotted lines) are shown for 50, 100,
200, and 2000 m.
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this relationship is not linear (Chu et al., 2000). By applying the
measured g and h values to the DWBA model, the range of TS
values for different length measurements was examined at a fre-
quency of 120 kHz.


Material properties
Measurements of material properties of live Bering Sea euphau-
siids (Smith et al., 2010) were used to parameterize the TS
model. In that study, g was measured for individual euphausiids,
whereas h measurements were made on multiple groups of
euphausiids from the same MT. These measurements were aver-
aged together and the mean h value was assigned to each individ-
ual euphausiid in that MT. We also examined whether g and h
measured at the same location were correlated.


The effects of g and h on TS model predictions were examined
by calculating TS values using the minimum, maximum, and
mean g and h values observed in the Bering Sea, as well as selected
g and h values from other studies (Greenlaw and Johnson, 1982;
Køgeler et al., 1987; Chu and Wiebe, 2005) for an animal with
mean length and broadside incidence at a frequency of 120 kHz,
while the other parameters (orientation, shape, length) were
kept constant. The material property value (M) was calculated
for each individual animal using measured values of g and h and
then averaged for each MT to produce a site-specific M value.
This value was used to calculate the mean TS for euphausiids at
each location.


Animal orientation and curvature
Animal orientation (u) is the angle between the line joining the
bent cylinder’s ends and the horizontal plane (Lawson et al.,
2006). In order to determine the influence of orientation on TS
estimates, several different Gaussian distributions describing
animal orientation were applied to the DWBA model. The distri-
bution of orientations observed for euphausiids measured in an
aquarium was found to be N(u,su ) ¼ N(45.3,30.4) by Kils
(1981) and N(u, su) ¼ N(45.6,19.6) by Endo (1993), where u is
the mean angle of orientation and su is the associated standard de-
viation. In situ observations of euphausiid orientation include
N(9.7,59.3), N(0,27.3) (Lawson et al., 2006), and N(0,30)
(Kristensen and Dalen, 1986). Distributions of in situ euphausiid
orientation estimated by inversion of euphausiid scattering


models include N(15,5) (Demer and Conti, 2005) and N(11,4)
(Conti and Demer, 2006).


Both the animal’s orientation and the radius of curvature (rc)
are used to define the parameter ßtilt. Assuming the echosounder
is pointing down through the water column, an animal is at
normal (broadside) incidence (u ¼ 08) if it is horizontal in the
water column. At the midpoint of the euphausiid, ßtilt ¼ u,
however this relationship does not hold true along the length of
the euphausiid because of the curvature of its body. The mean
radius of curvature was determined for the euphausiids examined
in this study (using the geometry described in Stanton, 1989).
Assuming that rc remains constant for all euphausiids, a single
value of rc was applied.


Estimates of euphausiid numerical density
A Simrad EK 60 echosounder and vessel-mounted acoustic trans-
ducers located on a lowered centerboard 9.15 m below the sea
surface were calibrated via the standard target method (Foote
et al., 1987) and used to measure volume backscattering strength
(Sv, dB re 1 m21) at five frequencies (18, 38, 70, 120, 200 kHz).
Sv is the logarithmic measure of combined echo intensity from
multiple scatterers in a given volume, which can be used to esti-
mate the numerical abundance of scatterers. The linear form of
Sv is the volume backscattering coefficient (sv, m21) (Simmonds
and MacLennan, 2005).


Concurrent comparisons of sv and the density of euphausiids
estimated from night-time Methot tows used to capture live speci-
mens for g and h measurements were not possible. These night-
time tows collected euphausiids in the upper 10–20 m of the
water column where sv data were not available because of the
depth of the vessel-mounted transducers and the necessary blank-
ing distance beneath the transducers to account for pulse transmis-
sion and transducer ringing. Instead, nine day-time Methot tows
that were deployed to sample length and species composition of
euphausiid scattering layers located well below the sea surface
(identified based on their frequency response; De Robertis et al.,
2010; Ressler et al., 2012) were used to compare acoustic and net
tow estimates of euphausiid numerical density. Smith et al.,
(2010) found spatial variation in euphausiid material properties
between the east and west sides of the study site, so the nine
day-time tows (DTs) were grouped accordingly, with DT 1–6


Figure 2. An image of a euphausiid (left, scale is cm) and the different functions (right) used to define the euphausiid shape in the TS model:
taper (T) ¼ 10 (solid grey), T ¼ 2 (dashed grey), polynomial (solid black), and piecewise (dashed dark grey). The incidence angle is also
included where 08 is broadside incidence. Notice that the polynomial and piecewise functions more accurately represent the shape of the
euphausiid.
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constituting the East region and DT 7–9 comprising the West
region (Figure 1). Values of M were determined for each DT
(based on the region) and the length distribution data gathered
from each DT were used to estimate a length-weighted sbs for
each DT using the DWBA model. The mean sv over the portion
of the water column sampled by each day-time MT was calculated,
accounting for the mouth area of the net, the amount of wire out
during the net deployment, and the setback between acoustic
transducers and the net frame. Observed sv and sbs were used to
calculate the number of animals (n) present in one m3 of water
using the equation:


sv =
∑m


i=1


Nisbsi
(8)


where m is the number of different types of scatterers in the
volume. It was assumed that euphausiids were the dominant
acoustic target (m ¼ 1). This acoustically-estimated quantity was
compared with numerical density estimated from the flowmeter-
equipped MT. This procedure was followed for all nine DTs.


Results
TS values for individual euphausiids were calculated for all MTs
and scattering model input parameters were varied to determine
their effect on euphausiid TS. In order to evaluate the influence
of one parameter on TS estimates, other parameters were kept con-
stant and the mean material properties and animal length were
used (Table 1; Smith et al., 2010).


Animal shape
From measurements of radius along the length of the body, an
average euphausiid shape was defined by fitting a sixth-degree
polynomial to the data:


a = 0.83z6 + 0.36z5 − 2.1z4 − 1.2z3 + 0.63z2 + 0.82z + 0.64


(9)


where z is the normalized length of the animal ranging from –1 to
1 and a is the animal radius in mm. The same data are also
described by the following piecewise function:


z = −1 to −0.95 a = 2.5z + 2.5
z = −0.95 to 0 a = 0.39z + 0.5
z = 0 to 0.35 a = z + 0.5
z = 0.35 to 0.45 a = 0.85
z = 0.45 to 1 a = −1z + 1.3


(10)


The polynomial shape function is smoothly-varying along the
animal length and resembles the actual animal shape more
closely. In contrast, the piecewise function has sharp changes in
the shape of the animal along the body length. The taper function
(using both taper variables T ¼ 10 and 2) assumed that the eu-
phausiid was symmetrical (dorsal-ventral) while the polynomial
and piecewise functions do not (Figure 2).


When the radius was kept constant but the volume changed for
each shape equation, the polynomial and piecewise functions had
smaller TS values compared to the taper functions for most fre-
quencies, although this varied with some frequencies depending
on the behavior of the function (Figure 3). There was a consider-
able difference in TS values between the functions; for example, at


120 kHz TS estimates were 7 dB higher than those obtained using
the polynomial shape function, and nearly 10 dB higher than those
using the piecewise shape function. The resulting higher TS values
are not unexpected considering the animal volume is larger for
both taper functions than for the more realistic polynomial or pie-
cewise shapes (Figure 2). To compare differently-shaped animals
with an equivalent volume, TS was also calculated as a function
of frequency for animals with the same volume of 5.98 mm3


(not shown). To maintain the same volume, the radius for each
shape function was different (T ¼ 10, r ¼ 1 mm; T ¼ 2, r ¼ 1.1
mm; polynomial r ¼ 1.6 mm; piecewise r ¼ 1.89 mm). As was
true for the same radius but different volumes scenario, in
nearly all cases where the volume was constant but the radius
changed, the polynomial and piecewise functions had smaller TS
values compared to those obtained using the taper function for
most frequencies. In both cases, the use of differently-shaped
models also changed the shape of the TS curve as a function of fre-
quency, altering the location of peaks and nulls (Figure 3). Since
the polynomial shape model most closely matched the shape of
the euphausiids we examined, it was used in subsequent scattering
model calculations.


Animal length
As expected when TS was calculated for different lengths using the
g and h measurements for each individual euphausiid, TS
increased with animal length (Figure 4). There was, however, a
wide range in TS for each length measurement, with some
lengths having nearly a 30 dB difference. This range in TS values


Figure 3. TS (dB re 1 m2) calculated as a function of frequency for
individual Bering Sea euphausiids with measured mean length (L),
density contrast (g), and sound speed contrast (h) values.
Calculations were made for an animal with broadside incidence and
polynomial shape. Constant radius (r ¼ 1 mm) was used for each
euphausiid shape, while the volume (V ) varied among shape models.


Table 1. Minimum, maximum, and mean of physical and material
properties measured for Bering Sea euphausiids (n ¼ 380).


Min Max Mean


Length (mm) 12 27 18.2
Height (mm) 1 5 2.5
g 1.001 1.041 1.017
h 0.9898 1.014 1.005
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for one length measurement indicates that a significant portion of
variability in TS comes from the other parameters.


Material properties
TS was evaluated as a function of frequency for the most common
echosounder frequencies used in fishery surveys (18, 38, 70, 120,
and 200 kHz) over a range of g and h values including the
minimum, mean, and maximum values from measurements of in-
dividual Bering Sea euphausiids, as well as measurements of
euphausiids in other studies. Each calculation of TS was made
with either g or h varying while other model parameters were
held constant at the mean values observed for Bering Sea speci-
mens (Table 1) and at broadside incidence using the polynomial
shape function. As both material properties increased, so did the


TS estimates, although not linearly (Figure 5; these calculations
were made at 120 kHz, but the relationship holds true for all fre-
quencies in the geometric scattering regime). Linear regression was
used to test for a relationship between the two material properties,
but there was no significant correlation between mean g and h for
Bering Sea euphausiids at each MT station where both properties
were measured (r ¼ –0.22, p ¼ 0.59, n ¼ 8; Figure 6). However,
the relationship between g and h is difficult to evaluate, because
g is measured on individual animals, and h is measured on
groups of animals.


Since there is not a simple relationship between g and h, the
minimum g and h values do not necessarily produce the
minimum TS value; likewise, the maximum g and h values do
not necessarily produce the maximum TS value, and the mean ma-
terial properties of Bering Sea euphausiids may not be correctly
represented by the mean (g) and mean (h). To determine
average TS values, mean TS was calculated for each MT using
the mean M (material property parameter, a function of both g
and h) instead of mean g and h (Table 2).


The large variability in g and h measurements emphasizes the
importance of measuring material properties at each new study
site, since differences in g and h measurements can have large
effects on TS estimates (Chu et al., 2000). Often literature values
of g and h (from other geographic locations or even different
species) are used in TS models, however this approach (while prac-
tical) can produce substantially different TS estimates compared
with a site-specific approach (Table 3).


Animal orientation and curvature
The mean radius of curvature for the euphausiids examined was
rc ¼ 3.3L. Stanton et al. (1993a) estimated euphausiid curvature
to be 3L, although they also showed that when backscattering
cross-sections are averaged over a range of angles then they are
nearly independent of rc when rc ≥ 2L (which is true in this
study). A linear regression found no significant difference in the


Figure 4. TS (dB re 1 m2) calculated for each individual euphausiid
collected from the Bering Sea (n ¼ 380) using the measured L, width,
g, and h, the polynomial shape function, a frequency of 120 kHz, and
a broadside orientation.


Figure 5. TS (dB re 1 m2) estimates as a function of g (left panel, other parameters: mean L, mean h, 120 kHz, broadside incidence, polynomial
shape) and as a function of h (right panel, other parameters: mean L, mean g, 120 kHz. broadside incidence, polynomial shape). Measurements
of h were made on groups of animals, so there are fewer observations than for the g measurements.
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TS estimate when using either rc ¼ 3.3L or rc ¼ 3L; thus, 3.3L was
used for all subsequent computations.


Across a range of frequencies, orientation had a large impact on
TS estimates made using various distributions of euphausiid
orientation reported by other studies (Figure 7). Polynomial
shape, mean length, and mean material properties were used to
compute TS at each combination of orientation and frequency.
Broadside incidence (i.e. dorsal insonification) produced the
largest TS values and the least amount of peaks and nulls across
the range of frequencies. As expected, orientation distributions
near broadside incidence (N(15,5) from Demer and Conti, 2005,
and N(11,4) from Conti and Demer, 2006) produced TS estimates
similar to those produced when the animal was oriented at broad-
side incidence. The euphausiids described by Kils’ (1981) orienta-
tion distribution are not horizontal in the water column and are at
an angle (45.3º) with a large standard deviation (30.4);


consequently, this orientation distribution produced the lowest
TS estimates.


Estimates of numerical density at these tow locations
Numerical densities were calculated for nine DT locations using
observed Sv, measured euphausiid lengths, and either the mean
M for the study or the East or West region containing the tow.
DWBA model calculations were made at 120 kHz for euphausiids
at broadside incidence with a polynomial shape. When the numer-
ical densities derived from acoustic data were compared to those
estimated from the net tow catches, the acoustic estimates were
always larger, often by several orders of magnitude (Figure 8).
Site-specific information on material properties in TS model com-
putations changed acoustic estimates of euphausiid density in scat-
tering layers by a factor of 0.6–2.1 across these locations, and


Table 2. The mean material property parameter (M) and
associated standard deviations calculated for each MT and the
resultant mean target strength (TS).


MT


M


TSmean s.d.


1 0.026 0.005 298.6
2 0.018 0.009 2101.5
3 0.032 0.022 296.8
4 0.045 0.009 293.7
5 0.070 0.010 289.9
7 0.032 0.005 296.7
8 0.067 0.016 290.3
9 0.057 0.011 291.7


M was not calculated for MT06 because there was no h value collected for
that location. Calculations were made using the M value and mean length
from each MT at 120 kHz and broadside incidence.


Figure 7. Modelled euphausiid TS as a function of frequency for
several different orientation distributions N(mean, standard
deviation): N(0,0) broadside incidence, N(45.3,30.4) from Kils (1981),
N(11,4) from Conti and Demer (2006), and N(9.7,59.3) from Lawson
et al. (2006). The mean length and material properties were used to
calculate the TS for a polynomial shaped euphausiid.


Figure 6. Boxplot of density contrast (g) as a function of
sound-speed contrast (h). Boxplots indicate 25th, 50th, and 75th
percentiles, whiskers indicate the 95% confidence interval, and
outliers are shown as circles. Note that g is measured on individuals
while h is measured on groups of animals. No correlation between
the two properties is indicated.


Table 3. Target strength (TS) values were calculated by
maintaining mean parameters and altering either g or h separately.


g h DTS


gmin hmin – 7.3
hmean –11.2


gmean hmin – 1.8
hmax +2.9
hFoote +6.0
hKøgeler +6.6
hChu and Wiebe +9.1


gmax hmean +6.2
hmax +7.7


gGreenlaw and Johnson hmean +7.7
gKøgeler hmean +9.3


This table gives the difference in TS values away from the TS estimate using
mean parameters (i.e. difference in TS away from gmean or hmean). Material
properties used from other studies are as follows: gGreenlaw and Johnson¼1.050,
gKogeler ¼ 1.062, hFoote ¼1.0279, hKogeler ¼1.031, and hChu and Wiebe ¼ 1.048.
Mean length was used in calculations for an animal at broadside incidence
with a polynomial shape.
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increased the overall mean numerical density by a factor of 2 when
compared to acoustic estimates which used a single mean M value
for the entire region. Averaging over all sites in the study, euphau-
siid numerical densities (# m23) were 6 (net), 1200 (acoustic using
site-specific M values), and 600 (mean M value).


The potential importance of using site-specific animal informa-
tion for TS can be further demonstrated by a closer examination of
the DT numerical density data. Station pairs were selected that had
equivalent acoustically-estimated numerical densities using either
the site-specific or mean M values. Only one pair (DT 2 and 9) met
this criterion where the acoustic estimates of numerical density
(using a mean M value) were equivalent (92 and 86 animals
m23 respectively). Using single values for animal material proper-
ties is the standard procedure in acoustic surveys, so these data
reflect what most acoustic surveys of euphausiid abundance
would produce and suggest that the animal abundance at these
two sites was similar. However, net tow numerical density data
showed the numerical densities at DT 2 to be approximately
three times greater than at DT 9 (8 and 3 animals m23 respectively).
This pattern was also seen when site-specific M values were used to
acoustically estimate numerical densities, with DT 2 being 3.5 times
as dense as DT 9 (188 and 50 animals m23 respectively). Given that
only one pair of sites could be compared in this manner, these
results are not conclusive.


Discussion
A DWBA model was parameterized using observed physical and
material properties from live Bering Sea euphausiid specimens.
Examination of model results indicated that the more realistic em-
pirical model of euphausiid shape and locally-measured, spatially-


varying material properties could have a significant effect on
model predictions of TS and resulting estimates of numerical
density. Parameterization of the expected distribution of euphau-
siid orientations in situ also had a strong influence on model
results.


Effect of shape
The sixth degree polynomial model presented in this study most
realistically portrays the animal as being asymmetrical from head
to tail. Unlike the piecewise function, it does not contain inflection
points or abrupt changes in the animal width. The taper function
produced higher TS estimates than polynomial and piecewise
functions for animals of the same length but different volumes,
as well as for animals of the same volume but different lengths, fur-
thermore suggesting that the chosen shape function is important
to model predictions. TS estimates for Bering Sea euphausiids in
this study produced using the more realistic polynomial model
of animal shape will be lower (and lead to higher acoustic estimates
of euphausiid density) than those produced with models that use a
taper function.


Effect of length
There was a clear, positive relationship between animal length and
their model-estimated TS (Figure 4), varying by approximately 30
dB over the lengths observed in this study. Length and width mea-
surements are critical to more accurately parameterizing scattering
models in acoustic surveys, and these measurements are relatively
easy to collect with standard net or optical zooplankton sampling
techniques.


Effect of material properties
Material properties were highly influential on model predictions.
Both g and h were shown to increase TS as g or h diverged from
unity, with TS varying by 15–20 dB, although this relationship
was not linear (Figure 5) as was found by Chu et al., 2000.
Density contrast (g) had a greater influence on the TS estimate
compared to sound speed contrast (h),although this may be the
result of the measured g being more variable than measured h.
The range of TS calculated using the highest and lowest M
values measured in the Bering Sea was smaller than the range of
TS calculated from material properties measured in this study
and values reported in the literature (Table 3), demonstrating
that taxon- and area- specific measurements of material properties
help reduce and characterize uncertainty in model predictions.


Even with site-specific measurements of g and h, there are un-
certainties associated with the measurement methods (in particu-
lar the time-of-flight method) that may produce error (or
uncertainty) in the modelled TS (Smith et al., 2010). Our estimates
of the TS of Bering Sea euphausiids are generally lower than what
would have been calculated had we assumed material property
values for other euphausiid species from other locations, as is typ-
ically done in acoustic surveys. Since g and h measurements
showed large variability, and the way in which these physical quan-
tities vary together in individual animals is unclear, we contend
that mean M (a function of both g and h) should be used in scat-
tering model predictions instead of mean g and mean h.


Material properties which are difficult to measure have been
shown to be related to a variety of different factors including
animal size, water temperature, density, sound speed, or
chlorophyll-a concentration, often simpler to measure (Smith
et al., 2010). In the future, it may be possible to predict values


Figure 8. Comparison of numerical densities at nine daytime trawl
(DT) stations from net measurements and two acoustic methods
which used measured Sv data, euphausiid length data from the DT
net tows, and material property measurements from nearby MT
stations. Sv data were inverted for euphausiid numerical densities by
calculating a length-weighted, mean target strength (TS) value for
each DT location. Material property (g, h) values in the model were
either the mean M value for all data collected or were averages for
the East and West regions of the study area (see Smith et al., 2010 for
reasons for the differences). TS calculations were made for
backscatter at 120 kHz for polynomial-shaped euphausiids at
broadside incidence. Note that numerical densities are presented on
a logarithmic scale.
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of material properties from these more easily-measured para-
meters but this requires a better understanding of how and why
g and h vary in animals. Until we have more knowledge on this
subject, measuring g and h directly is the best way to have the
most accurate TS estimates for a particular acoustic scatterer.


Effect of orientation
We were not able to measure the in situ orientation of Bering Sea
euphausiids, so distributions of euphausiid orientations from
other studies (Kils, 1981; Endo, 1993; Demer and Conti, 2005;
Conti and Demer, 2006) were used to evaluate the effect on
DWBA model predictions. Orientation has a large effect on
model predictions of euphausiid TS, particularly at higher fre-
quencies (Figure 7). As expected, broadside incidence produced
the largest TS values (Figure 7) and distributions with animals
swimming nearly horizontally (Demer and Conti, 2005, and
Conti and Demer, 2006 orientation distributions) had TS esti-
mates close to measurements made at broadside incidence.
Properly characterizing the distribution of orientation for the spe-
cific animals and location being studied is clearly important, al-
though these observations are difficult to collect in situ.


Numerical density estimates
While there were large differences in euphausiid numerical dens-
ities measured acoustically or by net tow, there were also signifi-
cant differences in euphausiid numerical density depending on
what material property values were used in the TS model.
Different spatial regions of our study area had euphausiids with
significantly different material property values (Smith et al.,
2010), and we showed one comparison (DTs 2 and 9) in which
using site-specific information (rather than mean values) in the
TS modelling revealed the same relative patterns as the net data.
Although this is not conclusive, it does suggest that using site-
specific information may provide a more accurate representation
of spatial patterns or differences in acoustic estimates of zooplank-
ton biomass. It may be difficult to implement for every acoustic
survey, but the most accurate numerical density estimates would
result from a TS model parameterized with site-specific material
and physical animal properties.


We do not fully understand what factors cause the spatial vari-
ation in g and h that have been found previously (Smith et al.,
2010) although internal changes in the animal’s physiology or
composition are logical explanations. Forman and Warren
(2010) found that gravid and non-gravid crustaceans (and the
eggs) all had different g values which may be the result of different
levels of energy storage or expenditure by individual animals.
Smith et al. (2010) showed that g values varied with animal size
and environmental factors (specifically chlorophyll-a and tem-
perature), which is consistent with the theory that material prop-
erties are related to levels of food availability or metabolic
requirements of the krill as it uses or stores lipids, or builds
muscle or other structures.


The acoustic estimates of euphausiid density in euphausiid
layers sampled with trawls were much higher than densities esti-
mated from the catch in the trawls. This is universally true when
such comparisons have been made in the literature (e.g. Coyle
and Pinchuk, 2002; Warren et al., 2003; Warren and Wiebe,
2008). It is not clear whether the net capture or acoustic estimates
more correctly represent the true density of euphausiids at these
stations. It is difficult to quantify the uncertainty or possible bias
in single net sample estimates (Clutter and Anraku, 1968), but it


has been shown experimentally that euphausiids can often avoid
capture by nets, leading to 2–20 fold underestimates by net
samples (Sameoto et al., 1993; Wiebe et al., 2004). Other explana-
tions for an overestimate of euphausiid density by acoustic techni-
ques could include contributions to Sv from organisms other than
euphausiids, or a low bias in model-derived TS predictions.


Methot tows where scattering from age-1 and older walleye
pollock occurred in the trawl path were not used for the compari-
son we presented here, since the MT is not effective at capturing
large nekton. Ressler et al. (2012) showed that euphausiids often
dominated the measured scattering from crustacean mesozoo-
plankton in the Bering Sea, and in some cases our site-specific
acoustic estimates of numerical density (e.g. compare estimated
densities at DT 2 and 9, Figure 8) were greater than the net data
by a factor of approximately 20 or less, which could be entirely
due to net avoidance. However, since we cannot rule out contribu-
tions to scattering from unretained organisms (Warren and Wiebe,
2008), the acoustic estimates of the numerical density of euphau-
siids presented here may be overestimated (Warren et al., 2002).


In addition, since the animals used for material properties mea-
surements were collected from different tows than those used for
comparison of numerical densities estimated acoustically and via
net capture (Table 2), there may be additional uncertainties in
comparing net and acoustic estimates due to the horizontal
(Smith et al., 2010) or vertical spatial variation in the material
properties of euphausiids. Measurement of material properties at
depth is difficult and has only successfully been done for h (and
not g) for Southern Ocean euphausiids and copepods (Chu and
Wiebe, 2005). Results from their study were mixed with one krill
species (Euphausia superba) having no variation in h with depth,
but copepods and a different krill (E. crystallorophias) did.
Further work on material properties, in situ orientation, TS
model validation, and comparisons of acoustic estimates of eu-
phausiid density with other techniques are needed to resolve this
question. At present, acoustic estimates may best be considered
an upper bound (and net capture estimates a lower bound) on
the numerical density of euphausiids (Warren and Wiebe, 2008).


Recommendations
Several of the parameters we evaluated have the potential to alter
model predictions of euphausiid TS by several orders of magni-
tude, leading to similar uncertainties in euphausiid population
estimates. Since many of these parameters (e.g. length, orientation,
material properties) will vary within a typical survey area (and
sometimes even within a single aggregation of krill), values used
to calculate a mean TS value to produce biomass estimates
should be chosen (and tested) carefully. Measurements of the ma-
terial properties and shape of Bering Sea euphausiids constrained
the uncertainty in model TS estimates in this study, but despite the
demonstrably improved information on shape and material prop-
erties, the disparity between acoustic and net sample estimates of
euphausiid densities remained large. Correctly characterizing the
in situ orientation of euphausiids remains a challenge, and more
observations are needed. Our results demonstrate that uncertainty
in TS model predictions is reduced if models are parameterized for
specific zooplankton taxa in the region of study, rather than apply-
ing parameters for other taxa in other regions (commonly done
due to a lack of data for many species). Though it presents logis-
tical challenges, acoustic surveys over large areas may need to
measure scattering model inputs at multiple sites, particularly in
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regions where environmental or zooplankton characteristics may
vary greatly.
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a  b  s  t  r  a  c  t


Spatially  patchy  populations  present  challenges  for  precise  estimation  of abundance  from  surveys,  which
typically  result  in  high  estimation  errors  compared  to  surveys  of  more  evenly  distributed  species.  In this
study,  we  used  simulations  to  evaluate  the performance  of the  Trawl  and  Acoustic  Presence/Absence  Sur-
vey design  (TAPAS)  in  reducing  the  variability  in  estimated  biomass.  This  approach  is  a double  sampling
design  in which  high-density  patches  observed  in a  first phase  using  hydroacoustics  are  subsequently
more  intensively  sampled  (relative  to non-patch  areas)  in  a second  phase  using  trawls  and  area-swept
methods.  Information  on  Gulf  of Alaska  Pacific  ocean  perch  (Sebastes  alutus),  a  patchily  distributed  rock-
fish species,  was used  to parameterize  the simulations.  The  performance  of  the  TAPAS  design  depends
upon  the  degree  to which  high  acoustic  backscatter  represents  “patch”  areas  of  high  density  and  variabil-
ity,  as the relationship  between  backscatter  and  abundance  of a given  species  can  be  affected  by  areas
unavailable  for sampling  (i.e.,  the  “dead  zone”)  and the contribution  of  multiple  species  to the  backscat-
ter  intensity.  With  a strong  relationship  between  backscatter  intensity  and  density,  the  TAPAS  design
resulted  in  improved  precision  compared  to simple  random  sampling  (SRS).  Additionally,  more  intensive


sampling  of  the  patches  occurred  when  areas  of  high  backscatter  intensity  were  randomly  distributed
over  space  rather  than  located  in  spatially  correlated  clusters.  However,  with  a  weak  relationship  between
backscatter  intensity  and  density,  the  precision  of  the  TAPAS  design  was  not  substantially  larger  than  SRS.
The potential  improvement  in precision  when  a strong  relationship  exists  between  backscatter  intensity
and  fish  density  offers  motivation  to  continue  to  refine  relationships  between  underlying  fish  density,
acoustic  backscatter,  and  trawl  catches.

. Introduction


Spatial autocorrelation and skewed distributions of animal
opulations that reflect a concentration of abundance in propor-
ionately small areas pose a frequent problem for resource surveys
Francis, 1984; Everson et al., 1996). Application of traditional sur-
ey designs such as random sampling or stratified random sampling
o such “patchy” spatial distributions often result in abundance
stimates with high variability (Hanselman et al., 2001). In areas
here fisheries management is based heavily on the survey abun-
ance estimates, errors in these estimates directly affect the level
f conservation applied. Pacific ocean perch (POP; Sebastes alu-


us) in the Gulf of Alaska (GOA) is an example that exhibits the
roblems associated with a patchily distributed stock. They are a


ong-lived species (>80 years) and their spatial distribution is highly
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aggregated, which may  make them vulnerable to overfishing. How-
ever, obtaining precise and accurate survey biomass estimates from
the U.S. National Marine Fisheries Service (NMFS) multispecies
groundfish trawl surveys is hindered by their highly aggregated
distribution. For example, the estimated GOA POP biomass from
the 2001 survey was  820,000 t, decreasing by 44% to 457,000 t in
the 2003 survey, and then increasing by 68% to 766,000 t in the
2005 survey (Hanselman et al., 2011). The coefficient of variation
(CV; the standard deviation divided by the mean) of the estimates
between surveys is higher than the average of the estimated CVs for
the individual surveys, and these rapid fluctuations in biomass esti-
mates are generally inconsistent with a long-lived, low-mortality
species such as POP and can be attributed to variability in estimated
biomass.


Several sampling designs can potentially improve biomass


estimates of patchily distributed species, including adaptively
determining strata allocation and adaptive cluster sampling (ACS).
Francis (1984) examined a two-phase adaptive stratified trawl sur-
vey in which the phase-1 trawls were used to identify the location of
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igh-density areas that received additional trawl sampling in the
econd phase. Adaptive cluster sampling (ACS) follows a similar
rotocol and is designed for populations that show strong spatial
orrelation (Thompson and Seber, 1996). In ACS, additional sam-
les in the second phase are collected in the neighborhood of any
hase-1 or phase-2 samples that exceed a pre-defined threshold,


eading to clusters of samples in high-density areas. Field studies
f ACS for Alaska POP showed some improvement in precision,
ut perhaps not enough to justify the additional sampling effort


nvolved (Hanselman et al., 2003). Similarly, Mier and Picquelle
2008) evaluated several survey designs for Gulf of Alaska wall-
ye pollock (Theragra chalcogramma)  ichthyoplankton surveys, and
ound that the ACS design was outperformed by simpler designs
hich had fewer logistical challenges. Adaptive designs have also


een evaluated for hydroacoustic surveys, including Lake Erie rain-
ow smelt (Conners and Schwager, 2002) and Norwegian herring
Harbitz et al., 2009).


Data on fish densities from trawl and acoustic methods are often
ollected in the same survey, motivating research on combining
he data to improve biomass estimates. Each of these sampling


ethods provides information on density filtered through the vul-
erability (the proportion of fish in the trawl path or acoustic beam
hat are captured or ensonified, respectively; O’Driscoll, 2003) and
vailability (the areal and vertical distribution of the population
elative to the area sampled) to the sampling method. The strength
f the relationship between acoustic backscatter and trawl catch of


 particular species can vary due to a number of factors. McQuinn
t al. (2005) illustrated that a bottom trawl would be expected to
ample a small portion of the water volume relative to acoustic
ampling, and each sampling method would have a “dead zone”
Ona and Mitson, 1996) that is not sampled. Additionally, multiple
pecies contribute to the acoustic backscatter (O’Driscoll, 2003),
hus temporal and spatial variability in species composition can
ontribute to the variability between backscatter intensity and the
rawl catch of any given species. Krieger et al. (2001) showed a
elatively strong relationship (R2 = 0.69) between catch rates and
ackscatter intensity for POP in a small study area in the Gulf
f Alaska. Much research has focused on using the two sampling
ethods to attempt to quantify the relative vulnerability and avail-


bility of each method (Godø and Wespestad, 1993; McQuinn et al.,
005), which is required before they can be combined into a single
iomass estimate.


Alternatively, double sampling (Cochran, 1977) is an approach
n which an auxiliary variable (e.g., acoustic backscatter) is col-
ected and used to either: (1) infer values of a primary variable (e.g.,
rawl catch rate) via regression (double sampling for regression),
r (2) stratify samples of the primary variable (double sampling for
tratification). Hjellvik et al. (2007) found that double sampling for
egression was ineffective for the Barents Sea trawl survey due, in
art, to the weak and variable relationship between trawl catch and
ackscatter intensity. However, simulation modeling conducted
or Alaska POP has suggested that sampling variability could be
educed by incorporating acoustic information in double sampling
esigns (Fujioka et al., 2007; Hanselman and Quinn, 2004).


Combining acoustic and trawl data by quantifying availability
nd vulnerability, or applying double sampling approaches, do not
se the available spatial information on population density in the
ampling design. Additionally, ACS or double sampling typically
equires two survey stages, which is problematic given that sur-
ey areas are typically large and ship time is expensive. Ona et al.
1991) identified the concept of using acoustic data in real-time
o determine location of trawl tows, which forms the basis of the


rawl and Acoustic Presence/Absence Survey (TAPAS) proposed by
verson et al. (1996).  TAPAS is a form of double sampling which
an be conducted in a single survey phase. Under TAPAS, a series
f trawl stations is pre-defined prior to the survey (as in traditional

ch 125– 126 (2012) 289– 299


sampling) and acoustic backscatter data are used to identify loca-
tions of high-density patches during the course of the survey. When
high-density patches are encountered, the lengths of the patches
along the survey trackline are determined and a randomly located
sample is collected from each patch. A precise quantification of
the relationship between trawl catch and acoustic backscatter is
not required, but rather a categorization of “high density” and
“background” areas based on the acoustic backscatter. Whereas
many applications of fisheries acoustics obtain density estimates of
from target-strength data, length compositions, and area acoustic
backscatter, TAPAS is a trawl survey that uses the acoustic backscat-
ter to allocate trawl sampling between high and low densities areas
indicated by acoustic data. The classification of trawl catches into
high density and background areas is conceptually similar to the
approach of McQuinn et al. (2005),  who used acoustic backscatter
to adaptively allocate trawl sampling, but TAPAS has the advantage
of completing the survey in single pass through the study area.


The TAPAS design could potentially improve trawl survey
biomass estimates in situations where acoustic backscatter is
obtained and is correlated to trawl catch per unit effort (CPUE).
However, in contrast to ACS or double sampling, evaluation of the
TAPAS design relative to several factors that may  affect its perfor-
mance have not been conducted. The purpose of this paper is to
evaluate the performance of the TAPAS design relative to: (1) dif-
ferent spatial patterns of high-density areas; (2) the strength of
the relationship between acoustic backscatter and density; and (3)
the level of sampling of the high-density areas. Simulation mod-
eling is conducted based on parameters applicable to Alaska POP,
although the general results are applicable to other patchily dis-
tributed species.


2. Methods


The modeling approach is to first simulate spatial patterns of
population density, and then simulate Sv (an acoustic index of
biomass, defined as the mean volume backscattering strength of
acoustic backscatter; MacLennan et al., 2002) and trawl CPUE as
functions of the underlying population density with observation
error. A “population” simulation model was  used to generate spa-
tial patterns of biomass density and Sv, and a separate “survey”
simulation model was used to generate the trawl CPUE samples.
The two  measured variables (i.e., trawl CPUE and Sv) may  show sys-
tematic biases relative to the true biomass density due to processes
such as herding to or avoidance of trawl nets, and information on
vulnerability to the sampling methods could be incorporated in
the model. However, similar to adaptive trawl sampling (Francis,
1984), the TAPAS sampling design cannot reduce systematic biases
and is aimed toward reducing the variance of estimated biomass
based upon the degree to which the two  measured variables cor-
relate with each other. Because information on the vulnerability
of Alaska rockfish to the trawl and acoustic sampling methods
are not available, these factors are not considered in the simula-
tion.


2.1. Spatial population model


Two spatial patterns of population biomass density (kg/km2)
were simulated over a 30 km × 30 km grid, with a resolution of
1 km × 1 km.  The two patterns are simulated with a lognormal
distribution, a common pattern for marine populations (Dennis
and Patil, 1988). Variograms fit to Alaska trawl survey POP CPUE


indicate a range parameter (the distance within which spatial
autocorrelation occurs) of approximately 3.8 km (Hanselman et al.,
2001), which was  used to generate a spherical variogram for simu-
lating patchy spatial distributions of log-scale density; the nugget
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relationship between ln(density) and Sv over all 900 grid cells for
each of the four combinations of slope and variability are shown in
Fig. 3.


Table 1
Linear model parameters and residual standard error used for simulation of Sv from
simulated ln(density) values.


Sv–ln(density) pattern Intercept Slope Residual
standard
error

ig. 1. Histograms and spatial maps of a 30 × 30 grid of the simulated spatially ran
imulated density exceeded the 80th quantile (vertical line in histogram).


nd partial sill parameters were set to 0.05 and 0.35, respectively.
he spatial simulations were conducted in the R programming
anguage with the gstat package (Pebesma, 2004). For contrast,
patially random density values were simulated by setting the
ariogram range parameter to 0.1, essentially eliminating any spa-
ial autocorrelation. The choice of spatial resolution of 1 km2 was


otivated by the presence of spatial aggregation for Alaska rock-
sh on scales larger than 1 km,  and the distance typically sampled
y Alaskan trawls (approximately 1.5 km). Because variability in
ensity can occur within the 1 km2 cells, the simulated density
alues are interpreted as mean density for the cell. Survey simu-
ations were conducted for multiple realizations of the two spatial
atterns of density and yielded similar results; thus, the results
eported in this paper are based on the two spatial patterns shown
n Fig. 1. The survey simulations were scaled to have the same


ean as observed values of ln(CPUE) of POP for selected trawl
ows with positive POP catch from the 2007 and 2009 GOA surveys
Fig. 2).


For each spatial pattern of biomass density, Sv values were simu-
ated based on an empirical relationship between Sv and ln(CPUE) of
OP for positive tows, in which the portion of Sv partitioned to POP


as estimated from the proportion of POP (by weight) in the haul


atch (MacLennan and Simmonds, 1992); the slope and standard
rror of regression of this relationship are 2.78 and 6.4, respec-
ively (Fig. 2). This procedure assumes that all species captured

top) and patchy (bottom) density patterns; gray areas indicate grid cells where the


by the trawl have an equal ratio of trawl catchability to acoustic
vulnerability (O’Driscoll, 2003), and departures from this assump-
tion contribute to the variability. Both the slope and variability of
the empirical Sv–ln(CPUE) relationship were considered in simula-
tions of Sv values from the simulated ln(density) (Table 1). The slope
observed in the empirical data was used for “high” slope cases, and
reduced by 80% to 0.55 for the “low” slope cases. The “high” vari-
ability cases used a standard error of 6.0, thus approximately the
observed empirical value, whereas the “low” variability cases used
a standard error of 1.0. Representative scatterplots showing the

High slope, high variability −99.1 2.78 6.0
High slope, low variability −99.1 2.78 1.0
Low  slope, high variability −82.2 0.55 6.0
Low  slope, low variability −82.2 0.55 1.0
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ig. 2. Relationship between Sv and ln(CPUE) of Pacific ocean perch in 104 trawl
ows from the Gulf of Alaska in 2007 and 2009.


.2. Sampling model


For each survey of a simulated population, grid cells were ran-
omly selected and a vessel trackline that efficiently joins the
enters of the grid cells was generated. Patch cells are defined as
rid cells in which the Sv exceeds the 80th percentile. For the sim-
lations this quantity was  known, although in field applications
his information could be obtained from previous surveys. The ves-
el transits along the trackline in small increments (0.04 km)  while
onitoring whether the location at each step is within a patch.


iomass estimates were made with three sampling designs; simple
andom sampling (SRS), TAPAS, and a modified version of the TAPAS
esign. Because a given trawl tow does not sample the entire grid
ell, the simulated trawl CPUE in all designs is an unbiased estimate
f density but with observation error having a coefficient of varia-
ion of 20%. Under SRS, the mean CPUE obtained from the sampled
rid cells is multiplied by the total area. Under TAPAS, an estimate of
he proportion of the sampling area in the high-density Sv patches is


ade from the proportion of the trackline observed in the patches.
f a planned tow is found to occur in a high-density patch, the tow
s replaced by one randomly located in the patch. A single patch
s defined as the cells transited while the vessel was  continuously
ocated within one or more patch cells, and may  consist of multi-
le patch cells joined by adjacent boundaries. Also, additional tows
re made in patches that are observed on the trackline but do not
ave a planned tow. The sampling area is thus divided into “patch”
nd “background” areas, with corresponding estimates of area size
from the trackline) and density (from trawl CPUE). The density
stimator for the patch areas is a weighted average to reflect that
here may  be a correlation between patch length and fish density.


he estimate of biomass is thus:


ˆ = A


(
D̂0


L − l′


L
+


∑
ilidi


l′
l′


L


)
= A


(
D̂0


L − l′


L
+ D̂1


l′


L


)
(1)

ch 125– 126 (2012) 289– 299


where A is the area being surveyed, D̂0 is the estimated CPUE of the
background area, l′ is the length of trackline observed in the patches,
L is the total length of trackline of the survey, li is the length of patch
i, and di is the CPUE from the tow in patch i. Eq. (1) is written in an
unsimplified form to illustrate that the estimated patch CPUE D̂1 is
average patch CPUE weighted by patch length.


Under the TAPAS design, encountering and sampling many
patches may  not allow time to complete the background stations
within the time and budget allocated for the survey. For this rea-
son, a modified version of the TAPAS design was  also examined in
which a portion of the patches were sampled. In this case, every
third patch is sampled in order to estimate patch CPUE whereas
the estimated proportion of area in the patches is obtained from all
patches observed on the trackline. A schematic of stations sampled
under each design is shown in Fig. 4.


For each combination of spatial density pattern and relationship
between Sv and density, the four sampling fractions of 1%, 3%, 5%,
and 7% were evaluated. With 900 grid cells, this corresponds to 9,
27, 45, and 63 samples, and is equal to the number of preplanned
stations. For comparison, NMFS trawl surveys in the Gulf of Alaska
typically conducts trawls in approximately 4% of 5 km × 5 km sam-
pling units. Under the TAPAS design, some additional stations are
added as patches are encountered. For each of the 4 sampling frac-
tions, 1000 simulated surveys were conducted for each of the eight
paired spatial distributions of fish density and Sv resulting from
the 2 density patterns (with and without spatial correlation) and
the 4 relationships between Sv and density. For each survey, esti-
mates of biomass were made with the three sampling designs, and
means and variances of biomass estimates were obtained from the
distributions of the 1000 simulations.


The performance measures for comparing the survey designs
focused on bias, relative efficiency (RE), and the proportion of “bad”
survey estimates that differed substantially from the true value. The
bias is measured by the percent relative error in biomass estimate,
100 × (B̂ − B)/B, where B̂ and B are the estimated and true biomass,
respectively. Relative efficiency compares the variance of an esti-
mator to the theoretical variance from a simple random sample
of equal sample size (Thompson and Seber, 1996). The theoretical
variance of the estimated total biomass across the survey area from
SRS is


V(B̂SRS |n) = (N − n)
N


A2�2


n
(2)


where N is the total number of sampling units, n is the sample
size, and �2 is the variance for the CPUE across the sampling units.
Relative efficiency is


RE = V(B̂SRS |n)


V(B̂)
(3)


where V(B̂) is the variance in estimated biomass observed from the
distribution of simulated biomass estimates. For the SRS designs,
n is the specified sample size. For the TAPAS and modified TAPAS
designs, n is the average sample size from the simulations. Finally,
the proportion of “bad” biomass estimates was estimated as the
proportion of simulated estimates in which the absolute value of
relative error was at least 40%.


3. Results


Bias in the biomass estimates from the three estimators were
relatively small, as the absolute value of mean relative percent error


did not exceed 3.0% for any of the cases examined (Table 2). The
mean bias for the SRS estimated ranged from −0.82% to 0.97%. For
the TAPAS and modified TAPAS designs, higher absolute levels of
mean bias were often observed with the smallest samples sizes.
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Table 2
Mean sample size, percent mean bias, percent of estimates with absolute values of relative error greater than 40%, and relative efficiency for the eight combinations of population density and Sv–ln(density) patterns under different
sampling designs and sampling rates.


Density pattern Sv–ln(density) Mean sample size Percent mean bias Percent of estimates with
absolute value of relative
error > 40%


Efficiency


Slope Variability TAPAS Modified
TAPAS


SRS TAPAS Modified
TAPAS


SRS TAPAS Modified
TAPAS


SRS TAPAS Modified
TAPAS


Spatially random High High 23.02 12.82 9 1.31 1.06 0.82 6.6 8.3 8.5 0.50 0.83
Spatially random High High 59.09 34.38 27 0.30 0.14 0.26 0.4 0.4 0.9 0.62 0.97
Spatially random High High 91.23 54.68 45 0.64 0.63 0.32 0.1 0.2 0 0.60 0.94
Spatially random High High 121.31 74.27 63 0.20 0.18 0.26 0 0 0 0.66 0.99
Spatially random High Low 22.82 12.72 9 0.10 0.53 0.45 1.1 2.4 11.3 1.12 1.53
Spatially  random High Low 58.32 34.17 27 0.14 0.04 −0.23 0 0 0.5 1.24 1.67
Spatially  random High Low 89.83 54.35 45 0.10 −0.14 −0.12 0 0 0 1.33 1.66
Spatially  random High Low 119.04 73.57 63 0.25 −0.01 0.19 0 0 0 1.42 1.66
Spatially  random Low High 22.21 12.55 9 1.66 1.40 0.94 6.3 7.1 8.8 0.53 0.84
Spatially random Low High 56.63 33.64 27 0.87 0.56 −0.25 0.2 0.6 0.8 0.58 0.86
Spatially random Low High 87.20 53.36 45 1.04 1.08 0.09 0 0 0.1 0.62 0.91
Spatially random Low High 115.42 72.35 63 1.04 0.94 0.45 0 0 0 0.68 0.92
Spatially random Low Low 22.18 12.49 9 1.15 1.24 0.97 5.7 6.7 9.2 0.55 0.89
Spatially random Low Low 56.88 33.67 27 0.37 0.27 −0.06 0.4 0.2 0.9 0.63 0.96
Spatially random Low Low 88.11 53.71 45 0.94 1.06 0.08 0 0 0 0.67 1.03
Spatially  random Low Low 116.93 72.95 63 0.64 0.64 0.23 0 0 0 0.74 1.06
Patchy  High High 23.05 12.82 9 −0.66 −0.73 −0.72 5.7 5.6 7.3 0.48 0.83
Patchy  High High 58.92 34.32 27 0.07 −0.06 0.42 0.5 0.5 0.9 0.49 0.80
Patchy  High High 91.60 54.92 45 0.04 0.01 0.16 0 0 0 0.56 0.89
Patchy  High High 120.75 74.14 63 −0.73 −0.73 −0.53 0 0 0 0.58 0.91
Patchy  High Low 18.71 11.36 9 −1.15 −1.35 0.81 1.9 2.6 9.2 0.97 1.32
Patchy  High Low 48.77 31.02 27 −1.80 −2.01 0.36 0 0 0.3 1.04 1.29
Patchy  High Low 75.87 49.73 45 −2.02 −2.26 −0.68 0 0 0 1.14 1.20
Patchy  High Low 101.07 67.65 63 −1.80 −1.50 −0.23 0 0 0 1.07 1.15
Patchy  Low High 22.04 12.45 9 0.43 0.12 0.15 6.4 7.1 7 0.49 0.83
Patchy  Low High 56.48 33.54 27 0.01 −0.17 0.12 0.2 0.5 0.6 0.63 0.99
Patchy  Low High 87.01 53.22 45 −0.27 −0.54 0.37 0 0 0 0.61 0.92
Patchy  Low High 115.50 72.50 63 −0.22 −0.41 0.15 0 0 0 0.62 0.93
Patchy High High 21.65 12.37 9 −0.14 −0.30 −0.82 4.2 6.1 8.4 0.57 0.87
Patchy  High High 56.20 33.47 27 −0.34 −0.51 0.07 0 0.1 0.6 0.71 1.04
Patchy  High High 86.94 53.33 45 −0.64 −1.01 −0.11 0 0 0 0.72 1.03
Patchy  High High 115.24 72.29 63 −0.42 −0.75 0.26 0 0 0 0.77 1.06
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(a)  High slope, high  variability
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(b)  High slope, low  variability
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(c)  L ow slope, high  variability


●●


●
●


●●
●


●


●
●


●
●


● ●


●


●


●


●


●


●


●


●●


●


●


●


●
●


●


●


●


●●


●


●


●


● ●


●


●


●●


●


●


●


●


●


●


●


●
●


●


●


●


●


●


●


●


●


●


●


●


●


● ●


●


●●


●


● ● ●


●


●


●


●


●


●


●


●


●


●


●


●
●


●


●


●


●


●


●


●


●


●
●


●


●


● ●


●


●


●
●


●
●


●


●
●


●


●


●


●


●


●


●


●


●


●


●


●
●


●


●


●


●
● ●


●
● ●


● ●
●


●


●
●●●


●


●


●


●


●


●


●


●


●


● ●


●


●


●


●


●


● ● ●


●


●


●


●
● ●●


●


●


●


●


●


●


●


●


●


●


●


●
● ●


●


●
●


●


●●
●


●
●


●


●


●


●


●


●


●
●


●


●


●


●


●


●
● ●


●
●


●


●


●
● ●


●


●


●


●


●


●


●●
●


●
●


●


●
●


●


●


●


●


●
●


●


●
●


●
●


●


●


●


●


●


●


●
●


●


● ●


●


●


●


●


●


●


●●


●


●


●


●
●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●●


●


●
●●


●


●●


●


● ●


●●


● ●


●


●


●


●


●


●


●


●


●


●


●


●


●
●


●


●


●


● ●


●


●


●


●


●


●


●


●


●
●


●


●


●●


●


●


●


●


●


●


●


●


●


●


●


●
●


●
●


●
●


●


●
●


●
●


●


●


●


●●


●


●
● ●


●


●●
●


●●


●


●


●


●


●


●


●


●
●


●


●
●


●


●


●
●


●


●
●


●


●
●


●


●


●


●


●●


●


●●


●


●


●
●


●
●


●


●
●


●


●●


●
●


●
●


● ●


●
●


●
●


●


●


●
●


● ●


●


●


●


●
●


●
●


●


●
●


● ●


●


●


●


●


●


●


●


●
●


●●


●


●


●


●


●


●


● ●
●


●


●


●
●●


●


●


●


●


●


●


●


●


●


●


●


●


●
●


●


●
●


●


●


●


●


●


●


●● ● ●


●


●
●


●


●


●


●


●


●


●


●
●


●


●


● ●


●


●


●


●


●


●


●


●
●


●
●


●


●


●


●


●


●
●


●
●


●
●


●●


●


●


●
●


●


●


●


●


●


●


●


●


●


●


●●


●
●


●


●


● ●


●


●


●


●


●


●


●


● ● ●


●


●


●


●
●


●


●


●


●


●●
●
●


●


●


●


●


●


●


●
●● ●


●


●


●


●
●


●
●


●


●


●


●
● ●


●


●


●
●


●


●


●


●
●


●


●
●


●


●


●


●


●●


●


●


●


●


●


●


●


●


●


● ●


●


●


●


●


●●
●


●


●


●


●
●●


●


●
●


●●


●


●


●
●


●


●


●
●


● ●


●


●


●
●●


● ●


●


●●


●


●


●


●


● ●


●


●
●


●


●


●


●


●


●
●


●


●


●●


●


● ●


●


●


●


●


●


●


●


●
●


●


●
●


●


●


●


●
●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●


●
●


●
●


●


●


●


●
●


●


●


●


●
● ●


●


●


●


● ●
●


●
●


●


●


●
●


●


●
●


●


●
●
●


●


●
●


●


●


●


●


●


●


●●


●●


●


●


●


●
●


●


●


●


●


●
● ●


●


●


●●
●


●


●


●


●


●


●


●


●
●


●


●


●


● ●


●


●
●


●


●


●


●●
●


●


●


●


●


●
●


● ●


●


●
●●


●


●


●


●


●


●


●


●


●
●


● ●●


●


●


●
●


●


●


●


●


●


● ●


●


●


●


●


●
●


●


●


●


●●
●


●●


●


●
●


●


●●


●
●


●


●
●●


●


●


●


●


●


●


●


●


●


●●


●
●


●


●


●


●


●
●


●


●


●
●


9876


(d)  Low slope, l ow  variability
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Fig. 3. Example simulated relationships between Sv and ln(d


egative median bias was also observed for these designs applied
o the patchy density pattern with high slope and low variability
n the Sv–ln(density) relationship, ranging from −1.15% to −2.26%.
he average ratio of TAPAS sample size to SRS sample size was
.08, whereas the average ratio of modified TAPAS sample size to
RS sample size was 1.24. Sampling distributions of the percent
elative error for a subset of cases with the spatially random den-
ity pattern are shown in Fig. 5, indicating skewed distributions of
he biomass estimates that diminishes with the two TAPAS designs
nd increased sample size. The largest percentage of biomass esti-
ates in which the absolute value of relative error exceeded 40%


ccurred with smallest sample size (9), which ranged from 1.1% to
1.3% with the TAPAS and modified TAPAS values being generally


ower than those for the SRS estimator. For the smallest sample
ize, the lowest percent of estimates with greater than 40% error
ccurred when the TAPAS design was applied to cases with high
lope and low variability in the Sv–ln(density) relationship (1.1%
nd 1.9% for the spatially random and patchily distributed density
atterns, respectively).


The relative efficiencies of the TAPAS and modified TAPAS
esigns were larger with high slope and low variability in the


v–ln(density) relationship. In Fig. 6 and Table 2, the efficiencies
f the TAPAS and modified TAPAS designs greater than 1 indicate
mproved precision relative to the SRS design. With a high slope
nd low variability in the Sv–ln(density) relationship, efficiencies

) (kg/km2) that vary in the slope and residual standard error.


for the spatially random density pattern were larger than those for
the patchy density pattern. Other factors being equal, the modified
TAPAS design gave higher efficiencies than the TAPAS design, as
the substantial increase in sample size for the TAPAS design was
not accompanied by a correspondingly large decrease in variance.
The largest efficiencies occurred with the modified TAPAS design
with spatially random density and a high slope and low variance
in the Sv–ln(density) relationship, ranging from 1.53 to 1.67. The
other combinations of Sv–ln(density) slope and variability resulted
in the TAPAS efficiencies being less than 1, whereas the modified
TAPAS design had higher efficiencies than the TAPAS design but
were either less than 1 or marginally above 1.


The slope and variability in the modeled linear relationship
between Sv and ln(density) each affect the R2, the proportion of
variability in Sv that is explained by ln(density) (Table 3). The case
with high slope and low variability had R2 values of approximately
0.76, whereas in all other cases the R2 did not exceed 0.10 due to
low slope and/or high variability. The R2 between simulated Sv and
ln(CPUE) is also shown in Table 3, and is reduced to 0.69 for the case
with high slope and low variability due to the variation between
density and CPUE. Representative R2 values between simulated Sv


and ln(CPUE) ranged from 0.003 to 0.69.


The TAPAS and modified TAPAS designs have a higher sampling
rate of the patches relative to an SRS, which leads to increased
efficiency when the acoustic patches correspond to areas of high
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(c) modi fied TAPAS


Fig. 4. Example tracklines and stations sampled in a 30 × 30 grid with three sam-
pling designs; gray cells indicate patches indicated by high Sv . In SRS (a), the stations
(triangles) are randomly chosen without respect to the patches. In the TAPAS design


(b),  additional samples (circles) are collected in the patches observed along the track-
line to augment to background samples. In the modified TAPAS design (c), only a
portion of the patches encountered is sampled.


density and variability in density. For example, the average propor-
tion of patch area sampled by the SRS design was approximately
equivalent to the sampling fraction, ranging from 1% to 7%. In
contrast, the average proportion of patch area sampled with the
modified TAPAS design ranged between 2.3% and 9.6% for the
patchy density pattern and between 3.1% and 13.0% for the spa-
tially random density pattern (Fig. 7). Because the TAPAS and
modified TAPAS designs are designed to take one sample from
either all or a portion of the patches encountered, respectively,
the sampling density of the patch area is larger when many small
patches are encountered (e.g., the spatially random pattern) rela-
tive to fewer but larger patches (e.g., the patchy spatial pattern).
The TAPAS design is particularly effective when spatially random
patches contain high density and high variation in density. For


example, the spatially random density pattern with high slope
and low variability in the Sv–ln(density) relationship had ratios of
patch/background exceeding 2.5 for density and 5.1 for variabil-
ity of density. In contrast, these ratios of density and variability of
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ensity for the spatially random density pattern with other rela-
ionships between Sv and ln(density) did not exceed 1.5 and 1.7,
espectively.


. Discussion


The performance of the TAPAS and modified TAPAS designs
s dependent on the strength of the relationship between acous-
ic backscatter and trawl catches. When the relationship between
hese measures is strong (i.e., high slope and low variability),
he TAPAS and modified TAPAS designs often showed increased


fficiency. However, when the relationship between acoustic
ackscatter and trawl catches was weak, the concentration of fish


n the patches was reduced, and the efficiencies of the TAPAS and
odified TAPAS designs were often less than 1. In these cases the


ategorization of tows into high density and background areas was
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 Sv−ln(density): high slope, low  var
SRS n = 9 SRS n = 63


relative error


f SRS sampling rate and survey design for the spatially random density pattern and


less correlated to the variance of the tows and does not improve
the precision of the biomass estimate.


The highest R2 values between simulated acoustic backscatter
and ln(CPUE) in this study (0.69) were similar to the R2 values
reported by Kreiger et al. (2001) for Gulf of Alaska rockfish (0.69)
and von Szalay et al. (2007) for walleye pollock (Theragra chal-
cgramma) (0.64), and somewhat higher than the values reported
in this study for POP sampled in the 2007 and 2009 AFSC trawl
surveys (0.52). Thus, the TAPAS design could potentially reduce
variance when the R2 between backscatter and trawl CPUE were
consistently found at these levels. However, variability in estimated
correlations would be expected, as Hjellvik et al. (2007) found that
low and temporally variable correlations (ranging between 0.0 and


0.7) between trawl catch and acoustic backscatter, and autocorre-
lation in the acoustic data, resulted in a minor amount of variance
reduction when using acoustic data in a double-sampling design
for Barents Sea groundfish. The variability between backscatter and
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ensity was modeled here as occurring between spatial sampling
ells (due to, for example, variability in species composition), and
ampling in separate surveys over multiple years would reveal this
ariability as well.


A concern with most two-phase sampling designs is that the
ample size of the second phase is not determined prior to the
urvey, leading to the potential that limited funds and/or survey
ime may  prevent completion of the survey. The TAPAS design,

odified to systematically or randomly sample a portion of the
ncountered patches, resulted in sample sizes about 24% larger than
ith those from the SRS design. The modified TAPAS design also
roduced greater efficiencies over the TAPAS design in comparable

f SRS sampling fraction, spatial density pattern, and slope and variability in the


situations, indicating that sampling all of the encountered patches
may  not produce reductions in relative variance. Finally, the simu-
lation results indicate that the modified TAPAS design could achieve
gains in efficiency at relatively low sampling rates when there is a
strong relationship between Sv and density.


Both the ACS and TAPAS designs rely on being able to conduct
tows in clusters or patches, respectively. Spatial aggregation can
occur on a variety of scales, and the relevant scale for defining


patches is one at least as large as the scale of the sampling method.
Because ACS designs rely on placing many tows within the clus-
ters, situations in which the spatial scale of aggregation is much
larger than the scale of the sampling method would be expected
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ig. 7. The proportion of patch cells sampled as a function of survey design, SRS
ampling fraction, and spatial density pattern.


o perform well. Because the TAPAS design places one tow in each
ncountered patch, this design might be expected to perform well
n cases where the spatial scale of aggregation is similar to the scale
f the sampling method, as this would allow a high proportion of
he patch area to be sampled. For Alaska POP, variograms applied
o trawl catch data indicate that the variogram range parame-
er, which is related to the size of spatial aggregations, is roughly
.8 km (Hanselman et al., 2001), whereas the typical trawl length is
pproximately 1.5 km.  The relatively comparability of these scales
ay  be one reason why ACS designs applied to Alaska POP have


ot shown substantial performance gains (Hanselman et al., 2001,
003).


In our study, the simulated Sv and trawl CPUE values each con-
ain some error in their relation to density, although the errors
etween trawl CPUE and density (over the path of the trawl) were
ot as large. This should not be interpreted as implying that trawl
PUE is necessarily a superior measure of population density than
coustic backscatter; one could easily envision cases where acous-
ic backscatter would provide a less variable measure of density.
or Alaska POP, the assumption of relatively little error between
rawl CPUE and density within the trawl path is likely reasonable
n the absence of information on vulnerability. Errors in Alaska
OP trawl survey biomass estimates are currently viewed more
s function of high variability between sampling cells and avail-
bility (Hanselman et al., 2011; Spencer and Ianelli, 2010); i.e., the
xpansion of CPUE from the 4% of the cells that are sampled to
emaining 96% of the survey area, part of which is unavailable for
rawl survey sampling due to the roughness of the benthic sub-
trate. Detailed information on the vulnerability and availability
or each sampling method could be incorporated in simulation


odels, and could help improve the correlation between acous-


ic backscatter and trawl catch, but would not in itself reduce the
ariance in survey biomass estimates for patchy populations that
he TAPAS design has been proposed to address. For Alaska POP,
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identifying how the scaling between survey observations and true
biomass is affected by availability, and reducing the variance in our
biomass estimates, represents two  ongoing aspects to improving
survey methodology.


Previous attempts to integrate trawl catch and acoustic
backscatter to improve biomass estimates formed the basis of the
CATEFA (Combining Acoustic and Trawl surveys to Estimate Fish
Abundance; Hjellvik et al., 2007) project in the European Union.
However, improvement of survey estimates has remained elusive
in some cases due to a lack of correspondence between these
variables, and Hjellvik et al. (2007) recommended evaluation of
TAPAS-type designs that incorporate the spatial patterns in the
acoustic backscatter to allocate trawl effort. Despite the minimal
requirement of classifying the acoustic backscatter into only two
categories, the results of this study indicate that the effectiveness
of either the TAPAS or modified TAPAS design depends upon the
strength of the relationship between Sv and CPUE. Survey pro-
cedures can be modified to collect the information required to
account for differences in availability and vulnerability between
trawl and acoustic sampling methods (Godø and Wespestad, 1993;
McQuinn et al., 2005), although this may  be more challenging to
conduct in real-time as the TAPAS design requires. Mackinson et al.
(2005) applied a fuzzy logic approach to examine the relation-
ship between acoustic and trawl data that avoids specification of
detailed mechanisms and found that acoustic backscatter was a
poor predictor of trawl catch.


In addition to differences in availability and vulnerability,
another potential cause of discrepancies between acoustic and
trawl estimates of densities is that fish usually exist in habitats
with several other species, and the acoustic backscatter may reflect
something other than the species of interest (Mackinson et al.,
2005). The use of multifrequency acoustics could be applied, but
De Robertis et al. (2010) found that POP and walleye pollock could
not be distinguished from each other at a variety of frequencies.
Areas with high abundance presumably correspond to particular
habitat features, and in theory one could work in habitats which
contained primarily the species of interest. In practice, however, it
may be difficult to associate areas of high abundance to particular
habitat features, as areas that are similar in gross habitat charac-
teristics (i.e., depth, bottom type, etc.) may  have a wide range of
fish densities. In general, improved correspondence of acoustic and
trawl data will require the rigorous task of partitioning acoustic
backscatter to species, and understanding diurnal changes in ver-
tical habitats occupied by fish and their relation to areas sampled
by the two  sampling methods. These tasks challenge the definition
of patches that can be applied in real-time in the TAPAS design;
however, the improvement in efficiency when a strong relation-
ship exists between Sv and density offers motivation to continue to
refine the relationships between underlying fish density, acoustic
backscatter, and trawl catches.
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Geostatistical simulations of eastern Bering Sea walleye pollock
spatial distributions, to estimate sampling precision


Paul D. Walline


Walline, P. D. 2007. Geostatistical simulations of eastern Bering Sea walleye pollock spatial distributions, to estimate sampling precision. –
ICES Journal of Marine Science, 64: 559–569.


Sequential Gaussian and sequential indicator geostatistical simulation methods were used to estimate confidence intervals (CIs) for
biomass estimates from six echo-integration trawl surveys of eastern Bering Sea walleye pollock (Theragra chalcogramma) biomass.
Uncertainty in the acoustic and the length frequency data was combined in the calculation of CIs. Sampling in 2002 provided
evidence for isotropy in the spatial distribution. Variogram models were characterized by long ranges (75–122 nautical miles for
non-zero acoustic data, for example) compared with the smallest dimension of the survey area (�100 nautical miles) and small
nugget effects (�20% of the semi-variance in transformed normal space for acoustic data). The 95% CIs obtained for the abundance
estimates did not vary greatly between years and were similar to those from a one-dimensional transitive geostatistical analysis,
i.e. +5–9% of estimated total biomass.
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Introduction
For more than 20 years, scientists from the Alaska Fisheries
Science Center (AFSC) have conducted periodic echo inte-
gration/trawl surveys of the eastern Bering Sea (EBS) to assess
the distribution and abundance of walleye pollock (Theragra chal-
cogramma). The surveys consist of equally spaced parallel trans-
ects, a design chosen to obtain the most precise estimate of
abundance possible in the presence of local positive autocorrela-
tion (Simmonds and Fryer, 1996; Harbitz and Aschan, 2003;
Simmonds and MacLennan, 2005). This choice was made despite
the difficulties created in the estimation of precision, because high
precision of the estimator of abundance was considered more
important. Random placement of transects would allow straight-
forward estimation of variance (Jolly and Hampton, 1990), but
would produce less precise estimates of abundance.


When sampling is not random, classical methods for estimat-
ing variance cannot be used without correction for spatial corre-
lation in data, unless the minimum distance between the
observations is larger than the correlation length. In contrast,
geostatistical methods can be used with most sample designs,
including systematic ones. According to Simmonds and
MacLennan (2005), geostatistical methods are “now accepted as a
reliable way. . . . for estimating the sampling variance when the
survey design is not strictly random”. The ICES-sponsored
Workshop on Survey Design and Data Analysis (ICES, 2005) also
recommended a systematic survey design with a geostatistics-
based estimation of variance as optimal for an acoustic survey to
estimate the abundance of a single species.


Consistent with these recommendations, a geostatistical transi-
tive method for calculating the variance of the abundance estimate


for acoustic surveys with equally spaced transects (Petitgas, 1993a;
Bez, 2002) has been applied to the analysis of EBS surveys
(Williamson and Traynor, 1996). Because the transitive method
used at AFSC is based on transect sums of abundance, i.e. each
transect is treated as a single observation, it is referred to as a
one-dimensional (1D) geostatistical method. The transitive
geostatistical method gives a relative estimation error (estimation
variance0.5 total abundance21), which provides an indication of
the precision of the surveys, but it cannot directly be used to
construct confidence intervals (CIs) about the biomass estimate
without making assumptions about the probability distribution
function (pdf) of the estimates (Rivoirard et al., 2000). Use of
twice the relative estimation error as a CI implies that the distri-
bution is normal, which may not be true for highly skewed data
typical of acoustic surveys. Another drawback is that the sampling
error associated with trawl sampling is not included in this esti-
mate of variance. The spatial distribution of the length frequency
distributions from the trawl samples, needed for the conversion of
acoustic samples to biomass by species, is assumed to be measured
without error when the transitive method is applied using transect
sums of biomass.


In theory, the estimation variance for a survey can also be
obtained through global block kriging methods (Journel and
Huijbregts, 1978). If calculated for a single block encompassing
the entire survey area, practical problems can arise because
of the need to invert a large covariance matrix (Goovaerts,
1999). The estimation variance from smaller blocks can be
aggregated providing that the block estimates are not autocorre-
lated (Kern and Coyle, 2000). However, even if the block esti-
mates are uncorrelated, the drawbacks of the use of the
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transitive geostatistical method are shared by block kriging
methods. The form of the pdf for block kriging estimates of
abundance is unknown, so CIs cannot be determined unless the
pdf is assumed to be normal.


Recently, Gimona and Fernandes (2003) presented a method
using conditional sequential Gaussian (SG) geostatistical simu-
lations to estimate CIs for the abundance estimates from an acous-
tic survey. Their method allows the combined variance of the
acoustic and fish length measurements to be estimated. In
addition, the pdf of abundance estimates is obtained and can be
used to determine CIs empirically. Despite the advantages of the
method, Gimona and Fernandes (2003) concluded that the esti-
mates obtained are likely to be biased because of the transform-
ation algorithm, which is an integral part of the analysis. In the
present study, all the pitfalls mentioned by Gimona and
Fernandes (2003) are addressed. An attempt is made to eliminate
the bias of the transformation algorithm by simulating the spatial
distribution of zeros and non-zero data separately and then
making the simulation only at points where pollock are present.
In addition, the FORTRAN code was modified to avoid the
problem of estimating abundance at points outside the survey
area and to eliminate a problem in the transformation algorithm
within the simulation FORTRAN code.


For comparison, CIs were also estimated using conditional
sequential indicator (SI) simulations (Goovaerts, 1997). The SI
method makes fewer assumptions than the SG method and deals
with highly skewed distributions, typical of acoustic data, by
fitting separate variogram models to high density areas and to
moderate or low density areas (Petitgas, 1993b) rather than using
a transformation or a robust estimator of the variogram (Cressie
and Hawkins, 1980; Maravelias et al., 1996). The SI method may
also be more conservative than the SG method because indicator
simulations exhibit larger fluctuations in realization statistics,
such as variograms or the stationary mean, than do Gaussian
simulations (Deutsch and Journel, 1998).


The simulation techniques employed are based on the spatial
distribution of survey data as characterized by model variograms
(see Rivoirard et al., 2000, or Webster and Oliver, 2001, for
discussion of variograms and variogram models). Because survey
designs in the years considered here consisted of parallel transects,
no samples were taken between transects, so the short-range
(inter-transect) isotropy of the distributions could not be
evaluated directly. In a recent study walleye pollock distributions
at some locations in the EBS were found to be isotropic at scales
of 0.1–4 nautical miles (Horne and Walline, 2005), hereafter
referred to as “miles” for brevity. In the present study, the
distributions were assumed to be isotropic, i.e. the spatial corre-
lation between transects was assumed to be the same as that along
transects. However, during the 2002 survey, data were collected
specifically to evaluate this assumption, and the results are
presented here.


Two geostatistical simulation methods are applied to EBS
walleye pollock survey data to obtain CIs for the abundance esti-
mates. Those intervals are compared with intervals obtained from
a 1D transitive geostatistical method, assuming normality. The
relative importance of the errors in acoustic and length frequency
data is evaluated, and the CIs obtained are compared.
Implications of the results for survey design and suggestions for
extension of the simulation methods to calculate CIs by size or age
and to calculate CIs for the precision estimates are briefly
discussed.


Material and methods
Survey data
All six AFSC EBS surveys conducted between 1994 and 2002 were
analysed. Survey methodology was consistent for those surveys
(Karp and Walters, 1994; Traynor, 1997; Honkalehto et al., 2002),
although survey tracks differed slightly. The survey design con-
sisted of parallel N–S transects spaced 20 miles apart, sampled
over a 2-month period in summer. The southern end of each
transect was either near shore (Alaska Peninsula or Aleutian
Islands) or beyond the shelf break, in water 500–1000 m deep.
The northern ends of transects were fixed on the basis of historical
pollock distributions, in 50–85 m of water or at the US–Russia
Convention Line. Transects were extended north if fish echo
sign was present. Acoustic data for all these surveys were
collected with a calibrated Simrad. EK 500 echosounder (Bodholt
et al., 1989) operating at 38 kHz. (Reference to product names
does not imply endorsement by the National Marine Fisheries
Service, NOAA.) The nominal pulse length was 1 ms, beam width
was 78, and ping rate was 1 s21. Data were analysed and echo sign
classified to species with the Simrad BI500 software (Knudsen,
1990). Calibrations were performed before, during, and after each
survey following standard procedures described by Foote et al.
(1987).


Surveys also included trawling to collect biological samples to
partition the echo sign by species and length and to convert
echo-integration data to biomass. The trawls were conducted in
areas with strong echo sign attributed to walleye pollock. For the
analyses described here, trawl length frequency data were summar-
ized by calculating the root mean square length (RMSL, cm) for
each trawl. RMSL is obtained by taking the square root of the
average squared fish length:


RMSL ¼
Xn


i


L2
i n�1


 !0:5


;


where L is the length and n the number of fish in the sample.
RMSL was used instead of a simple mean length because the
acoustic size of a fish, used to scale integrated acoustic backscatter,
is proportional to fish length-squared.


Nautical area backscattering coefficient (sA, following the nota-
tion of MacLennan et al., 2002) attributed to walleye pollock of all
sizes combined was averaged for each 0.5 nautical mile length
segment. The acoustic data were collected and integrated from an
upper depth of 14 m to within 0.5 m of the bottom. RMSL and sA


data were combined to obtain the density of fish:


ra ¼ sAð4p � s bsÞ�1 ð1Þ


where ra is the density in number per square mile and sbs the
backscattering cross-section (MacLennan et al., 2002), related to
target strength (TS):


s bs ¼ 10ðTS=10Þ:


Target strength is related to length through the empirically derived
equation for walleye pollock:


TS ¼ 20 logðLÞ � 66;
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where L (or RMSL) is the fish length in centimetres (Foote and
Traynor, 1988; Traynor, 1996). These relationships were used to
calculate density, and the biomass of fish was then obtained using
a single length–weight relationship for walleye pollock.


For each survey, descriptive statistics were calculated for the
original sA and RMSL data points, as determined in the surveys.
These statistics included the mean, standard deviation, upper and
lower quartiles, skewness, count, and range. For the sA data set,
the percentage of zeros was calculated and tabulated. CIs under
the assumption of normality (estimate + 2 � estimation error)
from a 1D geostatistical procedure were also calculated for each
survey.


Simulations
Three separate simulations of the spatial distribution of sA were
made for each survey: (i) a conditional SG simulation, (ii) a
conditional SG simulation with zeros treated separately, and (iii) a
conditional SI simulation. For the second approach, the locations
where walleye pollock was present were determined using an indi-
cator simulation method with only two categories, presence and
absence. Finally, a conditional SG simulation was made of RMSL
of walleye pollock from the trawl samples. All processes were


assumed to be homogeneous/stationary, i.e. the correlations
involved were assumed to be dependent on the distance between
two observation points only and not on the location itself.


The domain over which simulations were made was chosen as
the area bounded by the ends of the transects for each survey
(Figure 1). The domain was rasterized by dividing it into
2.7 � 2.7 mile (5 � 5 km) blocks, with the points at the centre of
these blocks composing the grid matrix used to represent the
survey area. Stochastic geostatistical simulations were made of the
sA and RMSL fields, closely following Goovaerts (1997) and
Gimona and Fernandes (2003), using GSLIB FORTRAN routines
(Deutsch and Journel, 1998; code available at www.gslib.com).
Data were transformed to standard normal N(0,1) space by a non-
parametric normal score transform, which is a global one-to-one
or rank-preserving transform. This transform can be seen as a
correspondence table between equal probability quantiles of the
sample distribution and a normal distribution with a mean of 0
and variance of 1 (for more details, see Goovaerts, 1997). A model
variogram (with nugget) was fitted to the empirical variogram in
normal score space for sA and RMSL. Then a random sample for
all grid points (nodes) in the domain was generated by con-
ditional simulation. Both sA and RMSL simulations were


Figure 1. Map of the eastern Bering Sea showing transects from the 2002 survey. Map units are kilometres from the reference point
175.458W 53.008N. The diameter of the circles indicates relative walleye pollock abundance, divided into five classes, using natural breaks
(Jenks). The zig-zag track is that used for analysis of anisotropy. The 200 m depth contour is shown to indicate the shelf break running
from NW to SE. Survey transects used in the analysis of anisotropy are numbered.
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conditional, i.e. they maintained the observed values at nodes
with data. The normal score values were then back-transformed to
observation space using the GSLIB backtr FORTRAN program
(Deutsch and Journel, 1998), which is the inverse of the normal
score transformation. The transformation table generated in the
normal score procedure was applied in the back-transformation,
with linear interpolation for simulated values falling between
values in the table. No extrapolation beyond the maximum value
in the data set was included.


To calculate biomass for a realization, the value for sA at each
node was combined with the RMSL value for the same node using
Equation (1). This procedure was repeated 1000 times, resulting
in 1000 equi-probable realizations of biomass spatial distribution.
Summing the biomass over all grid points for a realization and
multiplying by the area represented by a grid point (7.3 miles2)
produced an estimate of total walleye pollock biomass for a realiz-
ation. CIs were then determined empirically from the frequency
distribution of the 1000 biomass estimates.


This procedure assumes that the processes determining RMSL
and sA distributions are independent. If these variables are corre-
lated, a more complicated method would be necessary to ensure
that the correlation is preserved in the simulated fields. A priori,
there is no reason to suppose that RMSL is related to the density
of fish (sA), and the correlation between RMSL and sA was low
(average r2 was 0.06) in the six survey data sets. In addition, the
use of the conditioning (sample) data in the simulations should
force the realizations to display at least some correlation, if it is
present. Therefore, it was considered unnecessary to employ a
more complicated simulation procedure, such as simulated
annealing or using one of the variables as secondary information
in the simulation of the other.


The SG approach is based on an assumption that the data, in
this case sA and RMSL data, are multivariate Gaussian. A normal
score transformation was first made to ensure that the univariate
cumulative distribution functions (cdf) were normal (Goovaerts,
1997). To assess the assumption of binormality of the normally
transformed sA and RMSL variables, indicator variograms were
compared with the theoretically derived bivariate normal values
(Deutsch and Journel, 1998). The normal score transformation
ensures that univariate normality is achieved, but this transform
has no effect on the bivariate cdf (Deutsch and Journel, 1998). As
Deutsch and Journel (1998) stress, this check is not a formal stat-
istical test, and there are no criteria for acceptance or rejection of
the hypothesis of bivariate normality. The consequences of failure
to meet by various degrees the requirement for multivariate nor-
mality are not known. Still, according to the same authors, “heur-
istic considerations are enough to make the Gaussian model the
privileged choice for modeling continuous variables, unless
proven inappropriate”. In the present case, although some of the
indicator variograms appeared to conform closely to the expected
bivariate normal values (Figure 2a), others did not (Figure 2b).


Gimona and Fernandes (2003) suggested that a correction
such as that presented by Saito and Goovaerts (2000) for
multi-Gaussian kriging might be a way to adjust for bias in the
normal score back-transformation algorithm. However, such a
correction does not appear to be necessary for simulations,
because the value obtained through simulation at a node is not a
weighted average of normal score values, i.e. the kriged mean.
Instead, a single value is drawn from the appropriate cdf in the
simulation procedure, with mean and variance determined
from simple kriging with the normal score variogram model.


Any averaging (e.g. to calculate the average value at a node over all
1000 realizations) is done in the original data space. If normal
scores at a node were averaged over many realizations and then
back-transformed, the result would be biased, and a correction
procedure such as that suggested by Saito and Goovaerts (2000)
would be necessary.


Gimona and Fernandes (2003) suggested that the normal score
transform could be a problem for data sets with many zeros, so
the data were blocked from the initial 0.5-mile grid to a 2.7-mile
(5 km) grid eventually used in the study, reducing skewness and
the percentage of zeros. In a further attempt to address the poten-
tial bias caused by the presence of zeros in the data, a two-stage
procedure in which zeros and non-zeros were treated separately
was developed. The presence/absence of walleye pollock (or
zeros) was modelled using an indicator simulation of the categori-
cal indicator variable, coded with a 1 for non-zero walleye pollock
sA and with a 0 where there was no pollock (Deutsch and Journel,
1998). A new variogram model was obtained by fitting a curve to
the experimental variogram of the normal-score-transformed
non-zero data. Then, the sA values at nodes where pollock
occurred, as determined from one of the realizations of presence/
absence, were obtained by SG simulation. A different presence/
absence realization was used as a mask for each SG realization, so
only non-zero nodes from the indicator simulation were simu-
lated in the SG simulation with non-zero data. The average sA over
the survey area was then calculated for each of 1000 SG realiz-
ations of the spatial distribution of non-zero sA made using one of
1000 realizations of presence–absence.


Empirical variograms were calculated for normal-score-
transformed sA values for each survey for the full data sets with
zeros included, and for the sets with the zeros removed (Sþ for
Windows, Version 6.1, Insightful Corp., 2002). Exponential or
spherical models with nugget were fitted to the empirical vario-
grams using a weighted least squares objective function (Cressie,
1993). For the 1994 and 1996 surveys, a single model provided a
poor fit at the shortest lag distances. For these two cases, a good fit
was obtained using two nested models (exponential and spherical)
with differing ranges. These two fits were made visually, using
EVA2 software (Petitgas and Lafont, 1997). A single model with
nugget was used to fit all non-zero sA empirical variograms.


For the SI method, data were transformed to a set of binary
variables corresponding to each probability quantile (p-quantile).
For each sampled grid node and each p-quantile, a value of 1 was
assigned if the sA was greater than or equal to the p-quantile
cut-off threshold, and a value of 0 was assigned if the sA was less
than the cut-off threshold. For each data set (year), nine indicator
variograms were fitted to the empirical variograms obtained using
the indicator coded data, one for each p-quantile (0.1, 0.2, . . .,
0.9). The variograms were fitted automatically using a weighted
least squares objective function (Sþ). In one instance (out of 54
in total), a manual adjustment was made because the automatic
fit was deemed to be incorrect.


Modified versions of the GSLIB FORTRAN routines sgsim and
sisim (Deutsch and Journel, 1998) were used to produce simulated
values at each node in the survey area sequentially. The modifi-
cations to the FORTRAN routines (code supplied by P. Goovaerts,
pers. comm.) allowed simulations to be made only at points
within the domain, which is preferable to making simulations at
all points in a rectangular grid, then discarding values outside the
survey area. For the SG simulations, a newly simulated value at
a node is chosen at random from a Gaussian conditional cdf
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generated by kriging the input data values and any nearby
previously simulated values. A similar procedure was followed for
the SI simulations, using full indicator kriging (simple kriging) at
each grid location to establish the conditional cdf from which
simulated values were randomly drawn. The nodes are visited in
random order, so a variable number of previously simulated
nodes is available to be used in estimating the cdf at the new node.


Other parameters that must be chosen when making a series of
simulations, such as maximum search radii, minimum and
maximum original data for the simulation, and the number of
simulated nodes to use were kept constant for all surveys with few
exceptions. Most of these parameters are intended to allow
control of the size of the search neighbourhood and the number
of points to be used in simulating a new node. They had little
effect on these simulations, because data points from the closest


transects are so heavily weighted that they dominate, even if the
search radius or the number of original data points to be used is
increased in an attempt to include points from transects farther
away.


In all, 1000 replicate data sets of RMSL (SG method) and sA


(SG, SG no zeros, and SI methods) were simulated for each
survey, and the empirical 95% CIs for mean sA and mean RMSL,
i.e. the 25th smallest means and the 25th largest means (25/
1000 ¼ 2.5% in each tail) were obtained. For each survey, 1000 sA


(SI) and 1000 RMSL simulated data sets were combined to calcu-
late walleye pollock density at each node in the resulting 1000
grids. Numbers were then converted to biomass using the length–
weight relationship for walleye pollock. The biomass values at
each node were summed to produce a biomass of walleye pollock
within the domain. In addition, the percentage of nodes with zero


Figure 2. Empirical variograms (points) and models (lines) from the 2000 survey, showing semi-variance (gamma) as a function
of distance (nautical miles) for (a) the 0.6 sA p-quantile indicator variogram with expected model under assumption of bivariate normality,
(b) the 0.2 sA p-quantile indicator variogram with expected model under assumption of bivariate normality, (c) normal-score-transformed sA,
(d) normal-score-transformed RMSL, (e) the 0.5 sA p-quantile indicator, and (f) the 0.9 sA p-quantile indicator.
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sA and the skewness was calculated for each simulated sA data set,
to compare with the input data values.


Isotropy
Following the 2002 survey, three transects (from north to south:
184, 127, and 172 miles long) were made in a direction (approxi-
mately E–W) orthogonal to the survey transect orientation
(N–S) to check for anisotropy (Figure 1). These three transects
together with the two connecting cross-transects (105 and 189
miles long) are collectively referred to herein as the isotropy
transects. Spherical models were fit to empirical variograms of the
normal-score-transformed 0.5-mile-averaged sA data from the iso-
tropy transects and compared with variogram models developed
from the block-averaged 2002 survey data. An additional data set
consisting of the isotropy transects and three survey transects
(Transects 22, 19, and 9; 310, 217, and 185 miles, respectively)
crossing near the middle of the three orthogonal transects was
also analysed. Each data set was examined for geometric aniso-
tropy by comparing the range of the spherical model fit to the
data in two directions: one the direction with the longest range
(major range), the other orthogonal to it (minor range).


Results
For these surveys, 7825–10 600 points (0.5 miles averages) of sA


were available within the domain selected for analysis and simu-
lation. After block-averaging, the number of data points was
reduced to a low of 1590 in 1994 and a high of 2147 in 2000
(Table 1). Skewness was reduced by block-averaging, especially for
the 1999 survey, which dropped from 15.5 to 8.5. In the other
years, the reduction was not as large. The percentage of zeros in
the data sets was also reduced by block-averaging, and ranged
from a low of 4% to a high of .22% (Table 1).


There was a high degree of autocorrelation in all surveys
because the nugget was only 13–22% of the sill (Table 2). The sA


empirical variograms converged on a sill in all cases, providing
support for the assumption of stationarity. This was less apparent
for the RMSL variograms, which had much larger ranges than did
the sA variograms (Figures 2c and 2d). An exponential model was
fitted to the sA empirical variograms for surveys from 1997
through 2000. A spherical model was a better fit for the 2002
survey. As explained, two components were used to model the


1994 and 1996 empirical variograms: one with a range of 40.5
miles and a second longer-range component of around 216 miles.
The variogram for the 2002 sA data set, which had the lowest per-
centage of zeros, was nearly identical to that for the same data set
excluding zeros. The rest of the variograms for the sA data without
zeros had shorter ranges and higher nugget effects than did the
corresponding variograms for sA with zeros (Table 2).


As would be expected, the empirical indicator variograms
showed a high degree of autocorrelation (Table 3). The vario-
grams were regular and well behaved, in that variation about the
model fit was low (Figures 2e and 2f). The range of the model
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Table 2. Exponential (Exp) and/or spherical (Sph) models fitted
to empirical variograms of normal score-transformed sA,
with and without zeros included, and to RMSL survey data.


Parameter 1994 1996 1997 1999 2000 2002


sA


Model I Exp Exp Exp Exp Exp Sph


Range 41 41 114 137 122 78


Nugget 0.19 0.15 0.13 0.16 0.13 0.22


Partial sill 0.50 0.50 0.87 0.84 0.87 0.78


Model II Sph Sph – – – –


Range 216 243 – – – –


Partial sill 0.31 0.35 – – – –


sA, no zeros


Model Exp Exp Exp Exp Exp Sph


Range 99 122 83 76 75 78


Nugget 0.30 0.28 0.14 0.17 0.15 0.24


Partial sill 0.70 0.72 0.86 0.83 0.85 0.76


RMSL


Model Exp Exp Sph Exp Exp Sph


Range 811 162 162 105 259 114


Nugget 0.35 0.35 0.20 0.05 0.17 0.4


Partial sill 0.65 0.65 0.80 0.95 0.83 0.6


Values for the sill, equal to the nugget plus the partial sill, are not
tabulated. Ranges reported for exponential models are effective ranges,
defined as the distance at which the semi-variance reaches 95% of the sill.
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Table 1. Mean, standard deviation (s.d.), skewness, lower quartile (25%), upper quartile (75%), maximum value, number of observations
(n), and percentage of zeros by year for sA and RMSL survey data used in the simulations.


Parameter Year Mean s.d. Skewness Lower quartile Upper quartile Maximum n % zeros


sA 1994 558 1021 5.2 19.9 640.6 16455 1590 12.2


1996 342 602 3.9 11.4 426.8 6691 1920 11.9


1997 425 725 3.4 13.4 516.8 8209 2093 11.8


1999 465 1314 8.5 1.8 458.0 23187 2144 21.1


2000 384 736 4.2 1.2 432.8 8190 2147 22.6


2002 511 1321 8.8 28.9 475.6 25852 1997 4.0


RMSL 1994 37.3 9.4 –0.2 – – 35.1 75 –


1996 38.9 9.0 –0.5 – – 36.7 56 –


1997 40.3 7.2 –0.2 – – 27.2 54 –


1999 40.7 7.2 –0.8 – – 40.8 108 –


2000 39.3 8.1 –0.4 – – 38.8 106 –


2002 39.1 9.8 –0.1 – – 42.9 108 –


564 P. D. Walline







variogram generally decreased with p-quantile, i.e. higher values
of sA were correlated for shorter distances than were smaller
values, but this relationship was not observed in 1996. The range
of the 0.9 p-quantile, the category of the largest sA values, was
between 30 and 63 miles (Table 3, Figure 2f).


For the RMSL variograms, a spherical model was chosen in
two cases (1997 and 2002). The ranges and nuggets for the model
fits were greater than for the sA variograms (Table 2), and the
model fits were poorer (Figure 2b).


No evidence of geometric anisotropy was apparent from the
analysis of the 2002 data set collected for that purpose. The differ-
ence between the major and minor ranges for all three data sets
examined was ,3 miles, only ,4% of the ranges (Table 4). The
ranges for all three sets were about the same, 67–70 miles.


The simulated sA data sets contained nearly the same percen-
tage of zeros and had almost the same skewness (Table 5) as the


input data sets. The frequency distributions of simulated mean sA


estimates were nearly normal for all surveys. That observed for the
2000 survey was representative (Figure 3a). Skewness was low,
ranging from 20.02 to a maximum of 0.14 for the SI simulations
and from a low of 0.04 in 1996 and 1997 to a high of 0.17 in 2000
for the SG simulations. As were the distributions of simulated
mean sA estimates, the frequency distributions of mean RMSL for
the survey simulations (e.g. Figure 3b) were close to normal and
characterized by low values of skewness (–0.20 to 0.06), resulting
in 95% CIs that were nearly symmetrical about the mean. When
the sA and RMSL simulated data sets were combined to estimate
CIs for total biomass, the resulting frequency distributions in
some cases deviated from a normal distribution more than did the
sA or RMSL distributions (Figure 3c).


As a result of the low skewness observed in the distributions of
mean sA, RMSL, and total biomass, the empirically derived 95%
confidence limits were more or less symmetrical (Table 6). For all
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Table 3. Exponential models fitted by least squares methods to empirical indicator variograms by year and p-quantile of 2.7-mile
block-averaged sA.


Year Parameter 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9


1994 Range 64 121 124 118 101 53 44 31 30


Nugget 0.01 0.06 0.08 0.09 0.11 0.08 0.1 0.05 0.04


Partial sill 0.1 0.11 0.14 0.15 0.13 0.14 0.1 0.1 0.05


1996 Range 38 28 36 37 71 40 64 38 35


Nugget 0.02 0.03 0.04 0.05 0.09 0.05 0.06 0.03 0.03


Partial sill 0.07 0.1 0.13 0.14 0.13 0.15 0.14 0.11 0.11


1997 Range 64 50 62 57 52 48 45 53 33


Nugget 0.02 0.03 0.05 0.05 0.04 0.04 0.05 0.04 0.03


Partial sill 0.06 0.09 0.12 0.16 0.18 0.18 0.14 0.12 0.06


1999 Range 87 87 64 59 74 79 76 60 42


Nugget 0.02 0.02 0.04 0.04 0.04 0.04 0.05 0.04 0.03


Partial sill 0.07 0.07 0.1 0.14 0.18 0.19 0.18 0.13 0.07


2000 Range 51 51 59 65 68 71 53 46 30


Nugget 0.01 0.01 0.02 0.03 0.04 0.05 0.05 0.04 0.02


Partial sill 0.09 0.09 0.12 0.16 0.18 0.18 0.16 0.12 0.07


2002 Range 390 188 166 155 127 93 86 71 63


Nugget 0.05 0.06 0.07 0.07 0.08 0.08 0.07 0.06 0.04


Partial sill 0.06 0.11 0.16 0.21 0.21 0.2 0.17 0.13 0.07


Values for the sill, equal to the nugget plus the partial sill, are not tabulated.
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Table 4. Comparison of anisotropic spherical variogram models
fitted to the 2002 survey data (2.7-mile averages), to the isotropy
transects (isotropy transects) with resolution of 0.5 miles, and to
the isotropy transects with three adjacent survey transects
(isotropyþ three transects) with resolution of 0.5 miles.


Parameter All
2002


Isotropy
transects


Isotropy1three
transects


Sill 0.98 1.0 0.99


Nugget 0.20 0.19 0.18


Major range 76.7 70.2 70.2


Minor
range


72.9 67.5 67.5


Lag size 6.8 5.9 5.9


Lag size is in miles, and 12 lags were used in each case.
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Table 5. Comparison by year of percentage zeros and skewness of
input sA data sets with the average of 1000 simulated data sets
obtained using the SG method and the SI method.


Year % zeros Skewness


Data SG SI Data SG SI


1994 12.2 12.1 11.4 5.2 3.9 5


1996 11.9 11.9 12.6 3.9 3.7 3.9


1997 11.8 12.5 12.7 3.4 3.0 3.4


1999 21.1 22.2 22.0 8.5 8.3 8.5


2000 22.6 23.1 23.0 4.2 3.9 4.3


2002 4.0 4.2 4.4 8.8 7.3 8.8
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three simulation methods, the largest CIs were found for the 1999
survey. The smallest observed were for the SG and SI methods
applied to the 1997 survey data. The mean sA for all simulation
methods in all years was smaller than the mean of the input data,
except for the SI method in 1994, where the simulation mean
equalled the mean of the input data. The SI method generated the
means closest to the input data means (Table 6), so these results
were used with RMSL simulations to produce biomass estimates.


Overall, the CIs estimated through simulations and those
obtained from a 1D geostatistical method assuming normality
were similar, the smallest being +5% of the mean for the 1D
method and the largest being +9% of the mean for both the
simulation and 1D methods in 1999. Both methods identified the
1999 survey as the most imprecise, and CIs from the simulation
method were larger than those from the 1D method in four of the
six years.


The widths of the survey biomass CIs were not obviously
related to any of the descriptive statistics. For example, the 2002
survey was characterized by the single highest data value (sA of 25
852 for a 2.7-mile block average) and highest skewness (8.8)
observed, but it did not have the widest CI for mean sA or total
biomass (Tables 1 and 5). The greatest variability (widest CI)
appeared in the 1999 simulations. That result could not be
explained by poor model fit to the empirical variograms. On the
contrary, the fits for both sA and RMSL variograms were


exceptionally good. The 1999 survey did have the second highest
skewness, block-averaged data value, and standard deviation.
Although the 1999 survey had the highest observed sA value for a
single 0.5-mile ESDU (71 824), replacing this value with the mean
had almost no effect on the sA simulations. The calculated CIs
remained essentially unchanged.


Discussion
All three simulation methods gave similar results for CIs about
the estimate of mean sA. The results from the more complicated
SG method of treating zeros separately did not seem to justify the
additional effort. The CIs produced were indistinguishable from
those obtained using the SG method on all the data, despite the
differences in the normal-score-transformed variograms.


The CIs about the estimates of biomass obtained from the
simulations were generally larger than those using the 1D method
and assuming normality. However, in both cases, the CIs were
,+10% of the mean for all the surveys. The CIs from the simu-
lation methods were nearly symmetrical about the abundance esti-
mators, because the frequency distributions were nearly normal.


The small interannual differences in sampling precision (CIs)
were not considered significant. Simmonds and Fryer (1996)
demonstrated, by sampling from simulated data sets, that the esti-
mation of variance is much less precise than the estimate of


Figure 3. Frequency distribution of (a) mean sA from SI simulations,
(b) mean RMSL from SG simulations, and (c) total walleye pollock
biomass from combination of (a) and (b) for the 2000 survey.
Additionally, for each histogram, a Gaussian curve is fitted and
plotted.
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Table 6. Mean sA (m2 mi22) from input data and from SG, SG
without zeros, and SI simulations, with associated upper (UCL) and
lower (LCL) 95% confidence levels; RMSL (cm) and associated
confidence levels from SG simulations; and biomass (million
tonnes) from simulations and surveys together with associated 95%
confidence levels.


Type Statistic 1994 1996 1997 1999 2000 2002


Input data, sA Mean 558 342 425 465 384 511


sA, SG Mean 534 328 400 405 354 462


UCL 568 348 420 433 374 487


LCL 502 310 381 381 336 438


sA, SG, no
zeros


Mean 540 331 375 416 356 458


UCL 575 348 398 450 376 487


LCL 509 314 351 386 336 430


sA, SI Mean 558 336 409 456 374 501


UCL 592 355 431 489 395 535


LCL 522 318 389 424 353 468


RMSL, SG Mean 39.4 40.0 36.5 41.3 42.3 40.3


UCL 39.9 41.2 37.9 42.5 43.4 41.5


LCL 39.0 38.7 35.1 40.1 41.1 39.1


Biomass
(simulations)


Total 3.8 3.0 3.6 4.6 3.8 4.6


UCL 4.1 3.2 3.8 5.0 4.0 4.9


LCL 3.5 2.7 3.4 4.2 3.5 4.3


Biomass
(survey)


Total 3.7 3.0 3.5 4.2 4.2 4.5


UCL 3.9 3.2 3.7 4.6 4.4 4.7


LCL 3.5 2.8 3.3 3.8 4.0 4.3


Simulated biomass and associated confidence levels were calculated from
combining SI and RMSL simulated values at each grid node and summing
over the domain. Survey biomass was estimated using AFSC standard
methods, and the associated confidence levels were calculated using a
transitive geostatistical 1D method, assuming normality.
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abundance for a systematic survey such as the EBS walleye pollock
surveys. The precision of the variance estimates from geostatistical
simulations can be investigated by resampling from the con-
ditional realizations or from unconditional realizations created
using variograms inferred from the survey data (Journel, 1994). In
either case, it would be necessary to fit variogram models to hun-
dreds of empirical variograms made from resampled data sets. For
the indicator simulations, the number of model fits needed would
be in the thousands. It might prove difficult to establish criteria
that could be used to judge the model fits and that would be
equivalent to the manual inspection normally used to ensure that
the fits are proper.


The mean sA from SG simulations was always smaller than the
input data sA mean. The difference was smaller than that observed
by Gimona and Fernandes (2003), but mean sA from the input
data was outside the 95% CIs for the simulated mean sA in the last
4 y surveyed. This was not thought to be caused by the trans-
formation procedure, because the difference persisted for the
simulations treating zeros separately and occurred before back-
transformation, i.e. the normal score mean for realizations was
consistently less than 0. When the range parameter of the
variogram is large compared with the dimensions of the domain,
discrepancies (“ergodic fluctuations” in geostatistics jargon)
between realization statistics and the corresponding model stati-
stics are larger than when the range is small compared with the
size of the simulation field (Goovaerts, 1997). The range
parameter for variograms of normal score-transformed sA was
large compared with the minimum dimension (width) of the
survey area. The consistent underestimate of mean sA is therefore
likely attributable to the similarity between years in the number of
survey transects, survey area, and variography after normal score
transformation. The ranges for the indicator variograms used in
the SI simulations were shorter, especially for the class of highest
abundance (0.9 p-quantile). For that class, ranges were ,42 miles
for all years except 2002, so the effect would be expected to be
smaller, as observed.


The assumption of isotropy was supported by the limited data
set obtained from special transects made after the 2002 survey.
This result was expected on the Bering Sea shelf, where the depth
gradient is small. However, only 1 y was sampled with only a few
transects in the E–W direction. Interannual differences in the
thermal structure of the EBS cause differences between years in
the distribution of walleye pollock (Kotwicki et al., 2005), so
small-scale anisotropy may have existed in some of the years
analysed here or in other areas of the EBS.


The isotropic model variograms for the normal-score-
transformed sA data sets were remarkably consistent between years,
especially when the zeros were removed. Differences in variogram
behaviour at distances up to the transect spacing (20 miles) were
small for the surveys from 1997 to 2002. The 1994 and 1996 surveys
differed, but the longer ranges observed for those surveys tended
partially to offset the effect of the larger nuggets observed then,
making the difference between these two surveys and the last four
smaller. The fit of the models to the empirical variograms was very
good for all surveys. These characteristics were in marked contrast
to those reported for herring by Gimona and Fernandes (2003),
who also had to cope with a much higher percentage of zeros
(.50%). These attributes (large range and small nugget) of walleye
pollock spatial distribution make geostatistical approaches
especially well suited to estimation of variance of the abundance
estimator and account for the small CIs calculated.


The variogram parameters can be used to describe and quantify
fish aggregation patterns (Wilson et al., 2003; Mello and Rose,
2005). The range parameter for walleye pollock distributions in the
EBS is larger than for pollock in the Gulf of Alaska reported by
Sullivan (1991), and may be the largest reported for any fish. The
large range parameter is explained by structures in the spatial
distribution that reach lengths as great as 110 miles and is consistent
with the observation of layers of pollock that extend for 50–100
miles. The interpretation of variogram model parameters as they
relate to fish aggregation patterns is difficult if the variogram models
consist of nested components, as was the case in 1994 and 1996.
When a single model is used for these 2 y, the fit to the empirical
variogram is not as good, but the range is close to that of the sub-
sequent four surveys. The large range and small nugget indicates
strong autocorrelation, and the similarity of variogram parameters
suggests that the aggregation pattern is consistent between years at
this season and over the range of population sizes observed.


These relatively small differences between years and the con-
sistencies in the variography make it reasonable to generalize from
these results and to apply conclusions to future surveys. For
example, the range of the indicator variograms for both the 0.8
and 0.9 p-quantiles, the highest density patches of pollock, was
consistently .30 miles. Therefore, transect spacing (currently 20
miles) could be increased to 25 or 30 miles without exceeding the
range of any of the variograms observed in these six surveys,
which is the minimum sampling requirement necessary for
mapping (Simmonds and MacLennan, 2005).


An isotropic spatial distribution for walleye pollock also has
implications for survey design, especially transect orientation. In
the presence of anisotropy, transects should be orientated in the
direction of greatest change, e.g. perpendicular to shore or to
depth contours. If the distribution is spatially isotropic, transect
orientation can be selected to minimize errors attributable to
changes, especially migration, during the survey (Simmonds and
MacLennan, 2005). Although ignored in the simulations because
of lack of information, migration could have a significant effect in
these surveys, because of their length (.2 months). Both biomass
and its variance would tend to be biased by a survey that proceeds
in the direction of a migration or opposite to it (Simmonds and
MacLennan, 2005). Walleye pollock in the EBS appear to move
northwards and shorewards during summer, when these surveys
are made (Kotwicki et al., 2005). If so, a large component of the
movement would be perpendicular to the direction in which the
survey proceeds, and the effect on estimates of biomass and their
variance would be small. Potentially, underway acoustic Doppler
current profiler measurements of fish schools could be used to
determine the speed and direction of their movements (on
average) and might provide some useful information for evaluat-
ing the impact of migration on EBS walleye pollock biomass
estimates from acoustic surveys.


The observed range in sA was nearly five orders of magnitude,
whereas RMSL varied by a factor of 2 or 3 at most. The variance (as
indicated by the CIs in terms of percentage of the mean) of sA in
the simulated data sets were much higher than that for RMSL.
When the two sets of simulated spatial distributions were combined
to estimate total biomass, CIs were only slightly greater than those
for sA alone. It was concluded that most of the variance in the esti-
mates of total biomass, as determined by the simulation methods
used in this study, were due to the variance of the acoustic return
(sA). This is to be expected, as variations in RMSL affecting the
number of fish have a lesser effect on the total biomass because
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changes in numbers are partially compensated for by
corresponding reciprocal changes in the weight of individual fish.


Because the mean sA obtained from the SI simulations was
close to that of the input data, differences between the biomass
obtained from the normal survey methods and those obtained
from the simulations were attributed to the use of RMSL to sum-
marize length frequency distributions. As used here, RMSL has
the advantage of propagating the variability from the trawl
sampling in the computation of biomass from acoustic data.
However, using RMSL to represent a complete length frequency
distribution does not allow the determination of CIs by size or age
class, although it does a surprisingly good job in the calculation of
biomass from sA, judging from the close agreement between the
survey estimates of biomass and the estimates obtained from the
simulations. During AFSC walleye pollock surveys, locations for
trawl hauls are chosen by experienced survey scientists and are not
distributed randomly. The 100 or so hauls made on a typical EBS
survey are insufficient to allow geostatistical simulation of each
length increment separately. Bootstrapping methods, such as
those used by Simmonds (2003), offer an alternative to the geosta-
tistical method used in this study for including the variance of the
trawl length frequency data. However, bootstrapping samples
must be drawn from randomly sampled and uncorrelated data
sets, which is not the case for the trawls made during an EBS
survey. The variance attributable to the length frequency sampling
would therefore likely be underestimated by bootstrapping. Such
a refinement would, however, allow the estimation of precision of
biomass estimates by size or age group, but would not be expected
to change the conclusion reached in this study that patchiness of
acoustic return accounts for more of the variability in total
biomass estimates than does uncertainty in estimation of length
frequency distributions.


The framework used here for combining the sampling variance
of sA and length frequency could be extended to include
additional sources of error in acoustic surveys designed to
produce an abundance index. The method would be especially
useful for propagating the error from those additional sources of
uncertainty that vary spatially, such as hydrographic conditions.
Systematic errors (bias) attributable to factors such as migration
out of the sampling area, inaccuracy of the relationship between
target strength and fish length, and variation in catchability as a
function of fish length would also contribute to the variance of
the biomass estimate if they vary spatially or temporally. At
present, insufficient is known about these sources of bias and their
variation to include them in these simulations. EBS pollock
surveys are designed to control these factors as much as possible,
so that they have a much smaller effect on the abundance treated
as an index than they do on estimates of absolute abundance.
Surveys are made at the same time each year, and sampling is
made only during daylight, so if they exist, some of the systematic
errors associated with fish behaviour may be relatively stable
between years. The low sampling variability observed and the con-
sistent survey strategies employed result in a very precise index of
EBS pollock abundance.
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Short-term effects of commercial fishing on the
distribution and abundance of walleye pollock
(Theragra chalcogramma)


Paul D. Walline, Christopher D. Wilson, Anne B. Hollowed, and Sarah C. Stienessen


Abstract: Replicate acoustic surveys conducted near Kodiak Island, Alaska, USA, during summers 2001, 2004, and 2006
showed that the short-term effect of commercial fishing activities on walleye pollock (Theragra chalcogramma) during this
period was small, in most cases too small to detect. An area with commercial fishing and a nearby comparison area where
commercial fishing was prohibited were surveyed before and during the fishery. Acoustic data were used to assess changes
in the abundance, geographical and vertical distributions, and small-scale spatial patterns of walleye pollock, which may
have occurred after the fishery commenced. A decrease in biomass after fishing began was detected only in 2004. No
changes were detected in geographical or vertical distributions that could be attributed to the fishery in any year. Adults did
not appear to aggregate or disperse in response to the fishery. Juvenile aggregations did differ between the prefishery and
fishery surveys in 1 of the 2 years when juveniles were present. These data suggest that changes in walleye pollock abun-
dance and distribution caused by the fishery are likely quite small compared with natural fluctuations.


Résumé : Des inventaires acoustiques répétés en double réalisés près de l’île de Kodiak, Alaska, É.-U., durant les étés
2001, 2004 et 2006, ont montré que l’effet à court terme des activités de pêche commerciale sur la goberge de l’Alaska
(Theragra chalcogramma) durant cette période est faible, dans la plupart des cas sous le seuil de détection. Nous avons in-
ventorié une zone de pêche commerciale et une zone avoisinante de comparaison dans laquelle la pêche commerciale était
interdite avant et durant la pêche. Les données acoustiques ont servi à évaluer les changements dans l’abondance, les réparti-
tions géographiques et verticales et les patrons spatiaux à petite échelle qui ont pu se produire chez la goberge après le dé-
but de la pêche. Nous avons décelé une réduction de la biomasse après le début de la pêche seulement en 2004. Aucun
changement n’a été observé dans les répartitions géographiques ou verticales qui aurait pu être attribué à la pêche durant
ces trois années. Les adultes ne semblent pas se rassembler ou se disperser en réaction à la pêche. Les rassemblements de
jeunes différaient dans les inventaires avant et durant la pêche lors de l’une des deux années pendant laquelle les jeunes
étaient présents. Nos données laissent croire que les changements causés par la pêche dans l’abondance et la répartition de
la goberge sont vraisemblablement petits par comparaison aux fluctuations naturelles.


[Traduit par la Rédaction]


Introduction


A multiyear study of the interactions between commercial
fishing and walleye pollock (Theragra chalcogramma) was
conducted near Kodiak Island in the Gulf of Alaska (GOA)
in 2000–2006. The goal of the work was to examine the ef-
fect of the commercial fishery on the distribution and abun-
dance of walleye pollock, a major prey item in the diet of
Steller sea lions (Eumetopias jubatus; SSL). The work was
undertaken as one of a number of investigations designed to
understand processes that have contributed to the decline in
the western SSL population since the 1970s (Merrick et al.
1987; Loughlin 1998). In response to the decline, the western
SSL population was listed as threatened in 1990 and as en-
dangered in 1997 under provisions of the US Endangered
Species Act.


When the study was initiated in August 2000, one of many
possible explanations for the decline was that competition
with fisheries had caused nutritional stress with negative con-
sequences for survival of SSL (Loughlin and Merrick 1989).
More recent studies have attributed the steep decline in SSL
abundance from the late 1970s to the early 1990s to a combi-
nation of factors, one of which was a shift in prey availability
and composition associated with the 1976–1977 climate re-
gime shift (Hare and Mantua 2000; Benson and Trites 2002;
Trites et al. 2007). Predation by killer whales (Orcinus orca)
has also been suggested as a potential cause for the SSL de-
cline (Springer et al. 2008).
In the period after adoption of SSL protection measures,


such as institution of no trawl zones near rookeries (Hennen
2006), the population has stabilized in most subregions, but
declines in some subregions are still observed (Fritz and
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Stinchcomb 2005). Demographic studies suggest that de-
clines in natality may be contributing to the lack of recovery
in some subregions (Holmes et al. 2007). Although anthropo-
genic causes may have played a role in the decline, bycatch
during commercial fishing, legal and illegal shooting, com-
mercial hunts, subsistence hunting, and mortality incidental
to research have since been greatly reduced, if not eliminated
entirely, leaving competition with fisheries as one of two
anthropogenic factors that could be delaying recovery of
western SSL populations (Atkinson et al. 2008b). The other
potential anthropogenic cause not ruled out by Atkinson et
al. (2008b) was the effect of contaminants on SSL fecundity.
Steller sea lions are opportunistic feeders and can survive


on a variety of different prey, provided abundance is adequate
(Logerwell and Schaufler 2005; Atkinson et al. 2008a; Sigler
et al. 2009). Walleye pollock are among the most common
prey of SSL throughout the Aleutian Islands; in GOA, in-
cluding the Kodiak region, the diet of SSL is mostly walleye
pollock (Merrick et al. 1997; McKenzie and Wynne 2008).
Thus, competition with the commercial fishery for walleye
pollock could potentially affect SSL survival, either through
reducing the amount of food available overall or through lo-
calized depletion at important feeding sites (Bez et al. 2006;
Dillingham et al. 2006). Over longer time periods indirect ef-
fects of fishing in combination with climate regime shifts
could have affected the composition of fish communities, al-
tering unfavorably the prey field of SSL (Anderson and Piatt
1999; Litzow et al. 2006).
Analysis of bottom trawl survey data from GOA showed a


decrease in mean density of walleye pollock between 1984
and 1996 (Shima et al. 2002). Over this time period the pro-
portion of stations where walleye pollock were caught in-
creased, indicating an expansion of their distribution. The
authors suggested that the changes may have contributed to
decreased foraging efficiency by SSL. They hypothesized
that an increase in the suitability of habitats for walleye pol-
lock was responsible for the wider distribution, perhaps be-
cause of expansion in the walleye pollock prey distribution.
Alternatively, they suggested that the activity of multiple ves-
sels that make up commercial fisheries could cause long-term
redistribution of walleye pollock.
Disturbance of the SSL prey field by commercial fishing


operations may be responsible for nutritional stress and may
have contributed to the failure of the SSL populations to re-
cover (Sinclair and Zeppelin 2002; Hennen 2006). Disturb-
ance of semidemersal fish distribution has been reported by
Ona and Godo (1990), who found that haddock (Melano-
grammus aeglefinus) reacted to a vessel towing a trawl, but
the observed distributions returned to the predisturbance pat-
tern in less than 10 min. Such short-term changes are impor-
tant for acoustic surveys, but would presumably have
negligible effect on SSL foraging. Walleye pollock respond
to trawling vessels, but the nature and duration of that re-
sponse is not known (De Robertis and Wilson 2006). The
present study was designed to detect changes in the distribu-
tion of juvenile and adult walleye pollock that persist for at
least several days, including localized depletion and changes
in small-scale vertical and horizontal distribution, which
could affect SSL foraging success. Juvenile walleye pollock,
although not targeted by the fishery, constitute the dominant
size group in the diet of SSL near Kodiak Island (McKenzie


and Wynne 2008). Long-term effects of fishing on walleye
pollock distribution, such as those hypothesized by Shima et
al. (2002) and Anderson et al. (2008), were not addressed.
The effect of commercial trawling operations on walleye


pollock was assessed by comparing acoustic survey estimates
of their vertical and horizontal distribution, abundance, and
schooling patterns before commercial trawling operations be-
gan with those made during the commercial fishery in Barna-
bas Trough (also known as Kiluda Trough) near Kodiak
Island. A similar nearby area, Chiniak Trough, where fishing
was prohibited during the years of the study, was used as a
comparison site. The relative merit of this paired-comparison
design will also be evaluated and discussed, as its implemen-
tation is being considered for studies in other areas and for
other species.
The goal of the study was to determine whether changes in


abundance or spatial distribution or both are associated with
commercial fishing on time scales of days to weeks. Data
from the first 2 years of the study and some preliminary re-
sults were reported earlier (Wilson et al. 2003). A commer-
cial fishery took place in only 1 of the 2 years in that study.
The authors did not find evidence for an effect of the fishery
on walleye pollock distribution. Here, data from additional
years with different walleye pollock size distributions are an-
alyzed, and improved methods for analyzing horizontal spa-
tial distributions are applied.


Materials and methods


Field methods and design
Barnabas and Chiniak troughs on the east side of Kodiak


Island, Alaska, USA, were chosen for study because they
had similar bathymetric features, were close to each other,
and had similar populations of walleye pollock that were
commercially fished prior to the study (Wilson et al. 2003).
Haulout sites (but not rookeries) for SSL were also located
nearby. Although the walleye pollock populations are free to
move within the troughs, the shallow depths between them
restrict movement, effectively confining the local populations
to the troughs themselves.
Commercial fishing took place in Barnabas Trough but


was prohibited in Chiniak Trough during the study. Multiple
replicate acoustic surveys were conducted in each trough over
a period of several weeks during daylight hours in late Au-
gust through early September in 2001, 2004, and 2006. Each
replicate acoustic survey (pass) collected data along the same
set of parallel transects (spaced at 5.6 km intervals) crossing
perpendicular to the axis of the troughs (Fig. 1). The same
survey design and the same transects were used for all
passes. Passes were timed so that some occurred prior to
fishing and the remainder after fishing began (Table 1).
There was no attempt to control when or where fishing oc-
curred in Barnabas Trough. Commercial fishing operations
in Barnabas Trough did not begin immediately after the fish-
ery opening, so acoustic surveys meant to assess conditions
during commercial fishing were also delayed several days to
allow trawling activities to get underway. The study was con-
ducted in late summer, in part because postweaning SSL ju-
veniles (1-year-olds) were considered especially vulnerable to
nutritional stress in late summer and fall.
A measure of fishing pressure in Barnabas Trough during
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the study period each year was made from catch data com-
piled from the National Marine Fisheries Service logbook
data and shoreside database (National Marine Fisheries Serv-
ice (NMFS), Alaska Region, P.O. Box 21668, Juneau, AK
99802–1668, USA) as described in Wilson et al. (2003). Ves-
sel monitoring system data and trawl notebook data were
used to determine the presence of fishing vessels in Barnabas


Trough as well as the location where reported catches were
taken. Number of hauls and total hours trawling were deter-
mined from logbook entries. Missing data were estimated us-
ing logbook averages for catch·haul–1 and hours·haul–1
combined with landings data, which was available for all ves-
sels. Trawling hours for vessels that did not target walleye
pollock but caught walleye pollock as bycatch (those with
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Fig. 1. Survey transects in Barnabas Trough (dark grey circles) and in the comparison area, Chiniak Trough (light grey circles), which was
closed to fishing during the study. The study area was on the eastern side of Kodiak Island (Alaska, USA) in the northern Gulf of Alaska as
shown in the inset. The same transects were used in all years.
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zero or nearly zero walleye pollock catch) were included in
the totals, because these trawling operations may have also
had an effect on walleye pollock distribution.
Routine acoustic survey protocols were employed in the


collection and analysis of acoustic and trawl data (Simmonds
and MacLennan 2005; Honkalehto et al. 2008). Acoustic data
were collected with a calibrated Simrad EK 500 echosounder
operating at 38 kHz. Data were collected at a horizontal res-
olution of about 5 m (depending on boat speed) and vertical
resolution of 0.1 to 0.5 m. Data were binned into 0.1 nmi
(185 m) horizontal and 5 m vertical bins for analysis. The
vertical bin size was reduced to 1 m for analysis of near-
bottom vertical distributions. Echoview software (Myriax,
Tasmania, Australia) was used for binning, export, and analy-
sis of acoustic data, including identification of aggregations.
Walleye pollock backscatter was identified based on infor-


mation from trawl hauls that targeted strong echosign. Age-0
walleye pollock occurred in mixtures with capelin (Mallotus
villosus). The proportions of age-0 walleye pollock and cape-
lin in the hauls that targeted these aggregations could not be
used to partition the backscatter because the net selectivity
for these two groups is unknown. For this reason, age-0 wal-
leye pollock were not included in the juvenile walleye pol-
lock category. Only age-1 and age-2 walleye pollock were
found in catches from trawls targeted on aggregations identi-
fied on the echograms as juvenile walleye pollock. The
acoustic backscatter (nautical area scattering coefficient, sA,
in units of m2·nmi–2; MacLennan et al. 2002) data were con-
verted to fish numbers and biomass using fish length–mass
information from the trawl catches and the standard target
strength to length relationship for walleye pollock (Traynor
1996; Simmonds and MacLennan 2005; Honkalehto et al.
2008). Because walleye pollock length data were similar
among passes within a trough in a given year, walleye pol-
lock acoustic data were proportional to biomass and served


as a proxy for biomass in geostatistical simulations for esti-
mating error bounds on abundance estimates. A single length
frequency based on trawls for all passes of a trough in a
given year was used to convert the acoustic data to numbers
and biomass.


Precision by geostatistical simulation
The spatial distribution of sA was modeled using condi-


tional (includes the original data points) geostatistical simula-
tions to evaluate the precision of the abundance estimates
(Walline 2007). Presence–absence of walleye pollock was si-
mulated using a sequential indicator (SI) geostatistical method
(Goovaerts 1997). Each realization of the SI simulation was
used as a mask in a conditional sequential Gaussian (SG) sim-
ulation, so that the SG simulations were made only at grid
nodes where walleye pollock were present (Goovaerts 1997;
Deutsch and Journel 1998; Gimona and Fernandes 2003).
Geostatistical simulations are based on variogram models.


In this study, empirical variograms were calculated for nor-
mal score-transformed sA values (with zeros removed) for
each survey, as required for the Gaussian simulations. An ex-
ponential and a spherical model with nugget were fit to each
empirical variogram using a weighted least squares objective
function (Cressie 1993), and the best fitting of the two was
used in the simulations. The same procedure was used to fit
models to the empirical indicator variograms for the
presence–absence data sets.
The domain over which simulations were made was


chosen as the area bounded by the transect endpoints. The
domain was divided into 1 km × 1 km blocks, with the
points at the center of these blocks composing the grid ma-
trix used to represent the survey area. For each grid point
(node) in the domain, a simulated or original data value was
obtained for sA. For the SG simulations, a newly simulated
value at a node was chosen at random from a Gaussian con-


Table 1. Walleye pollock biomass estimates in thousands of tonnes for Barnabas and Chiniak Troughs from the fishery
interaction study off the east side of Kodiak Island.


Chiniak Trough Barnabas Trough


Survey pass Date Adult Juvenile Date Adult Juvenile
2001
1 (prefishery) 9–11 Aug. 3.5 (2.7, 4.9) 17.2 (13.9, 21.3) 11–14 Aug. 12.7 (9.5, 16.7) 7.8 (5.8, 10.6)
2 (prefishery) 14–16 Aug. 2.9 (2.5, 3.4) 19.7 (15.7, 24.3) 16–19 Aug. 4.8 (4.0, 5.7) 9.3 (7.3, 12.0)
3 (fishery) 23–26 Aug. 3.7 (3.2, 4.2) 18.7 (14.0, 24.9) 26–29 Aug. 7.6 (6.2, 9.2) 10.7 (8.4, 13.9)
4 (fishery) 29–30 Aug. 4.6 (3.7, 5.7) 10.9 (7.6, 15.4)


2004
1 (prefishery) 13–15 Aug. 6.5 (4.9, 8.4) 15–17 Aug. 25.7 (20.8, 38.8)
2 (prefishery) 18–21 Aug. 7.3 (5.9, 9.0) 21–24 Aug. 30.8 (23.9, 38.8)
3 (fishery) 30 Aug. – 2 Sept. 10.1 (8.2, 12.5) 26–30 Aug. 19.4 (14.5, 25.2)
4 (fishery) 2–4 Sept. 22.7 (18.2, 28.3)


2006
1 (prefishery) 13–15 Aug. 5.6 (4.7, 6.5) 2.5 (1.7, 3.1) 15–18 Aug. 6.8 (5.7, 8.2) 3.6 (1.5, 4.9)
2 (prefishery) 18–21 Aug. 6.9 (5.7, 8.1) 5.1 (2.9, 6.8) 21–24 Aug. 8.4 (6.7, 10.5) 5.4 (4.1, 6.5)
3 (prefishery) 24–26 Aug. 6.7 (5.6, 7.8) 5.0 (3.7, 6.0) 26–28 Aug. 9.3 (7.6, 11.4) 6.0 (4.9, 6.9)
4 (fishery) 28–29 Aug. 5.8 (4.8, 7.0) 4.3 (3.1, 5.3) 29–31 Aug. 7.7 (6.2, 9.4) 4.9 (3.9, 5.9)
5 (fishery) 1–3 Sept. 4.9 (4.1, 5.8) 3.6 (2.5, 4.5) 4–5 Sept. 6.9 (5.5, 8.5) 4.4 (3.5, 5.3)


Note: Whether a survey pass was conducted prior to (bold font) or during (normal font) the commercial fishery is indicated. Juveniles
consisted of mainly 1- and 2-year-old fish and were not found in 2004. Error bounds are shown in parentheses.
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ditional cumulative distribution function generated by kriging
the input data values and any nearby previously simulated
values. A similar procedure was followed for the SI simula-
tions, using full indicator kriging (simple kriging) at each
grid location to establish the conditional cumulative distribu-
tion function from which simulated values (1 for presence of
walleye pollock, 0 for absence) were randomly drawn. The
nodes were visited in random order, so a variable number of
previously simulated nodes was available to be used in esti-
mating the cumulative distribution function at a given node.
Total abundance (sum of sA) for each realization was ob-
tained by summing the values for all grid points. This proce-
dure was repeated to produce 1000 equally probable
realizations of sA spatial distribution. Confidence intervals
were then determined empirically from the frequency distri-
bution of the total abundance estimates.


Vertical distribution
Average depth and distance off bottom were calculated us-


ing sA data as a proxy for biomass. Data were averaged over
three nautical mile segments (i.e., distance equal to transect
spacing). A check of the variograms showed that this proce-
dure eliminated most of the spatial autocorrelation in the data
set, allowing calculation of associated 95% confidence inter-
vals by bootstrapping (Efron and Tibshirani 1993).
Fish close to the seafloor are not detected by acoustic


methods (Mello and Rose 2009, Scalabrin et al. 2009), so if
fish move closer to the bottom in response to trawling, bio-
mass estimates could be affected. Changes among survey
passes in vertical distribution near the bottom were observed
by comparing high resolution (1 m) near-bottom vertical pro-
files. The proportion of the biomass (sA) in the layer closest
to the bottom was taken as an indicator of the density of fish
in the acoustic dead zone. An increase in the proportion of
fish in the layers closest to the bottom accompanied by a de-
crease in overall abundance could indicate movement of fish
into the acoustic dead zone rather than a change in biomass.


Geographical distribution
Changes in horizontal location were analyzed using spatial


indices (Woillez et al. 2007). The center of gravity (COG),
which is the average position of abundance, was calculated
for each pass in each year. It was calculated separately for lat-
itude and longitude (converted to distance in kilometres from
a reference location) from the following equation:


COG ¼
X


ðx � sAÞ
X


sA


� ��1


where x is the location in kilometres from a reference point,
and sA is the water column integrated acoustic backscatter,
used as a proxy for biomass. Inertia, the dispersion of bio-
mass (sA) about the COG, equivalent to variance (Bez et al.
1997), was calculated as


inertia ¼
X


ðx� COGÞ2 � sA
h i X


sA


� ��1


These calculations were made for each realization of a simu-
lation (described earlier). Thus, the variability of these mea-
sures could be evaluated in a manner analogous to that used
to determine confidence intervals for abundance estimates.
These statistics were combined to form a global index of


collocation (Bez and Rivoirard 2000), which indicates the de-
gree of overlap between the spatial distributions of two pop-
ulations. The index was originally designed to examine the
co-occurrence of two species, but in the present case, two
passes of a trough were compared. The index (Ig) is then a
measure of the degree of movement between the two passes:


Ig ¼ 1� DCOG2 � ðDCOG2 þ IP1 þ IP2Þ�1
� �


where IP1 and IP2 are the inertia for the first and second pass
to be compared. The index varies from 1 (complete overlap,
COGs are identical) to 0 (complete separation).


Small-scale spatial patterns
Adult and juvenile walleye pollock aggregated primarily in


layers and not in discrete schools as they sometimes do in
other areas and seasons. The layers were classified using
school recognition algorithms. Estimates of various descrip-
tive attributes that delineate the walleye pollock layers and ag-
gregations observed on the echograms were generated using
Echoview software (Myriax). Size and shape descriptors for
this purpose included aggregation length, height, mean vol-
ume backscattering coefficient Sv (which is a measure of den-
sity), and fractal dimension (D), which relates perimeter (P) to
area (A; D = 2ln(P/4)·ln(A)–1) and is a measure of aggregation
convolution (Nero and Magnuson 1989; Barange 1994).
The criteria that were chosen to define an aggregation were


examined over a range of values to determine which best re-
produced the patterns observed on the original echograms.
The values selected were Sv threshold (–70), minimum length
(40 m), minimum height (5 m), minimum connected length
(5 m), minimum connected height (2 m), maximum vertical
linking distance (5 m), and maximum horizontal linking dis-
tance (20 m). These values were used for analyses of all passes
and are consistent with those used in Wilson et al. (2003).
Principal component analysis (PCA) was used to compare


aggregations of adult and juvenile walleye pollock based on
the size and shape descriptors. The data were log-transformed
prior to the analysis. All PCAs were based on a secondary cor-
relation matrix. The mean values along the first and second
principal components (i.e., along the first and second axes)
were calculated for each trough–pass combination, and the sig-
nificance of eigenvalues was determined using a randomization
test in which the p value for an axis was (n + 1)·(N + 1)–1,
where n is the number of randomizations with an eigenvalue
for that axis that is equal to or larger than the observed eigen-
value for that axis, and N is the total number of randomiza-
tions (N = 999). PCA was chosen for these data because it is
an ordination process that accounts for redundancy in the orig-
inal data set and summarizes the variation using the fewest
possible gradients. The relative position of the objects along
the gradients defines the relationship between objects.


Results


Abundance, size composition, fishery removals
All surveys were conducted in late August to early Sep-


tember (Table 1). Size composition of walleye pollock as es-
timated from the midwater trawls (41 hauls in 2001, 59 hauls
in 2004, and 47 hauls in 2006) and the bottom trawls (16
hauls in 2001, 10 hauls in 2004, and 13 hauls in 2006) dif-
fered among years, but much less so within years between
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troughs (Fig. 2). Size compositions were nearly identical
within troughs for a given year (not shown). Walleye pollock
smaller than 30 cm were not observed in Chiniak or Barna-
bas troughs in 2004, but walleye pollock of this size were ob-
served in both in 2001 and 2006.
Walleye pollock occurred in highest abundance in the in-


ner half of both troughs and on the eastern side of Barnabas
Trough. The greatest biomass of adult walleye pollock was
observed in 2004 in both troughs. Average biomass for adults
in Barnabas Trough for the prefishery surveys was 8.0, 28.2,
and 7.6 thousand tonnes for 2001, 2004, and 2006, respec-
tively. Adult biomass averaged over all passes within a year
in Chiniak Trough was less: 3.4, 8.0, and 6.0 thousand
tonnes for the 3 years (Table 1). Error bounds derived from
simulations for biomass estimates for adult walleye pollock
ranged from 31% to 14% for upper 95% confidence intervals
(CIs) and from 25% to 13% for lower 95% CIs. Particularly
wide CIs were observed for the first pass in Barnabas Trough
in 2001. On that pass, a very high concentration of fish was
encountered in a small area on the east side of the trough,
accounting for the wide CI (Wilson et al. 2003).
Overlapping CIs were taken as indication that the corre-


sponding abundance estimates did not differ. In some cases,
such as in Barnabas Trough in 2001, large differences were
observed between the two prefishery passes (Fig. 3). Only in


2004 was there an indication of a possible effect of fishing
on the abundance of walleye pollock; after fishing began,
abundance decreased in Barnabas Trough but not in Chiniak
Trough.
The catch of walleye pollock by the commercial fishery


constituted a variable percentage of the estimated biomass.
Catches in Barnabas Trough during the survey period were
2850 tonnes (t) in 2001, 954 t in 2004, and 1464 t in 2006,
or 31%, 3.3%, and 19% of the estimated average prefishery
biomass, respectively. Thus, removals by fishing were the
smallest, and the estimated biomass was the largest in 2004,
the only year when the biomass decreased in the fished
trough and not in the unfished trough. The decrease in esti-
mated biomass observed between Pass 2 and Pass 3 in 2004
was greater than the estimated catch taken during the study,
as was the decrease in biomass between Passes 1 and 2 in
2001.
Fishing hours, number of hauls, and total catch were inver-


sely related to abundance, with least effort made in 2004
when abundance was highest (Table 2). Fishing hours in
2001 were more than double those in 2004, while abundance
in 2001 was less than half that in 2004. Catch per haul varied
from 8 to 17 t, while catch per hour was less variable, from
2.1 to 3.0 t·h–1. Measures of catch·effort–1 (i.e., catch·haul–1
and catch·h–1) were not greater when abundance was greater.
The presence and inclusion of fishing vessels not targeting
walleye pollock could partially explain this result. For exam-
ple, a trawl fishery for arrowtooth flounder (Atheresthes sto-
mias) occurred in 2006, but not in the other 2 years. Thus,
the catch per hour observed in 2006 (10 t·h–1) was lower
than that in 2001 (17 t·h–1) despite greater abundance of wal-
leye pollock in 2006. Some of the walleye pollock caught in
2006 were caught in trawls that targeted arrowtooth flounder,


Fig. 2. Size composition of walleye pollock in Barnabas Trough
(solid line) and Chiniak Trough (dotted line) in (a) 2001, (b) 2004,
and (c) 2006.


Fig. 3. Adult walleye pollock biomass estimates (thousands of
tonnes) with 95% confidence intervals in Barnabas Trough (circles)
and Chiniak Trough (triangles) in (a) 2001, (b) 2004, and (c) 2006.
Solid symbols denote passes made before the fishery began.
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and therefore caught fewer walleye pollock per hour than
trawls that targeted walleye pollock.


Vertical distribution
Adult walleye pollock were further off-bottom and exhib-


ited more variability in distance off-bottom in Chiniak
Trough than in Barnabas Trough (Fig. 4). In Barnabas
Trough the distance off-bottom differed among years, but it
did not change within a given year.
Adult walleye pollock were slightly deeper in Chiniak


Trough than in Barnabas Trough (Fig. 4). Only slight differ-
ences were observed among years, and there was no indica-
tion of a change in mean depth after fishing began. There
was a slight decrease in depth observed during the last pass
in Barnabas Trough in 2006, but this was matched by a sim-
ilar decrease in depth for the last pass in Chiniak Trough.
Changes in the biomass of adult walleye pollock in the layer
nearest the bottom were not related to biomass decreases nor
to fishing activities.
The vertical distribution of juvenile walleye pollock dif-


fered between the troughs. In both troughs juvenile depths
and distance off-bottom were more variable in 2006 than in
2001 (Fig. 4). In Barnabas Trough distance off-bottom and
depth in the water column were almost constant for juvenile
walleye pollock except for the last pass in 2006 when fish
were slightly further off-bottom. In Chiniak Trough fish gen-
erally reduced their distance off-bottom and increased their
depth in the water column over the course of the survey in
2001, whereas fish moved further off-bottom and shallower
in the water column between the first and last passes in 2006.


Geographical distribution
Relatively large-scale movement of adult walleye pollock


within the troughs varied among years, based on changes in
the COG (Fig. 5) and the global index of collocation (Ig; Ta-
ble 3). The first pass in Barnabas Trough in 2001 differed
from all other passes in all years of the study. As mentioned
earlier, a single, very dense, compact school was observed
near bottom on the east side of the trough, which caused the
COG displacement. This unique distribution (such a school
was never observed again during the study in either Barnabas
or Chiniak troughs) was reflected by a low Ig between the
first pass and the other passes (Table 3). Adult COG esti-
mates showed there was very little movement in either Barna-
bas or Chiniak troughs in 2004, and all the indices of
collocation were greater than 0.97. Differences in Ig were de-
tected in Barnabas Trough in 2006. For example, the Ig for
Passes 1 and 4 was 0.45. However, this movement was not
related to fishing activity, as the Ig for the comparison of
Pass 1 (prefishery) to the last pass (fishery) was the greatest
observed (0.96). Similar variations in Ig were observed in


Chiniak Trough. For example, the Ig for the comparison of
Pass 1 (prefishery) and Pass 4 (fishery) was 0.59 and that of
Pass 1 and Pass 5 (fishery) was 0.99.
The distributions of juvenile walleye pollock were more


variable than those of the adults (Fig. 6). COG estimates dif-
fered among years, and they changed within years, indicating
movement. However, movement appeared to be unrelated to
fishing activities. In 2001, the COG in Barnabas Trough dif-
fered between prefishery Pass 1 and fishery Pass 3 (Ig =
0.34), but the fish were in nearly the same location during
prefishery Pass 2 and fishery Pass 4 (Ig = 0.99). In Chiniak
Trough there appeared to be movement to the northwest from
Pass 1 to Pass 3 in 2001. In Barnabas Trough juveniles were
in a different location during Pass 1 than during the other
four passes in 2006, while in Chiniak Trough the fish were
in a different location during the fishery than before.


Small-scale spatial patterns
The range for models fit to the empirical variograms used


in the geostatistical simulations is a measure of the walleye
pollock spatial distribution and can be compared between
passes and troughs. The range is the distance at which two
measurements (e.g., walleye pollock sA) are no longer corre-
lated. Thus, a longer range indicates larger patch sizes, while
shorter ranges indicate smaller patches and a distribution
closer to random. Ranges of variograms for normal score-
transformed adult data varied between 4.7 and 14 km (mean
10.0 km) in Barnabas Trough and between 5.5 and 33 km
(mean 13.9 km) in Chiniak Trough. Ranges for juveniles
were smaller and less variable than those for adults in both
troughs, varying between 5.0 and 9.0 km (mean = 7.5 km)
in Barnabas Trough and between 2.7 and 8.0 km (mean =
5.4 km) in Chiniak Trough.
The range for the normal score variograms used in the


simulations did not show consistent differences between the
prefishery and fishery periods for juveniles or adults. In
some cases the range increased after fishing began (juveniles
in both troughs 2001; adults in Chiniak 2004; juveniles in
Barnabas 2006), and in other cases the range decreased
(adults in both troughs 2001 and 2006). The largest differ-
ence between troughs (∼2 km) was observed in 2004, but
the range changed only in the unfished Chiniak Trough.
Only for juvenile walleye pollock in 2006 did the range
change in Barnabas Trough after fishing began but remain
unchanged in Chiniak Trough, the pattern that was expected
if fishing caused the changes.
Models fit to the experimental variograms for juvenile wal-


leye pollock exhibited shorter ranges in the prefishery period
compared with the fishery period in Barnabas Trough in
2001 and 2006. Chiniak Trough showed a greater difference
than Barnabas Trough in 2001, but a smaller one in 2006.


Table 2. Fishing effort in Barnabas Trough.


Removals


Year
No. of
vessels Dates


No. of
hauls


Fishing
hours (tonnes·haul–1) (tonnes·hour–1) (tonnes)


2001 28* 22–31 Aug. 167 1074 17 2.7 2850
2004 31 26 Aug. – 4 Sept. 124 450 8 2.1 954
2006 24 28 Aug. – 3 Sept. 147 496 10 3.0 1464


*Information for 2001 is from 27 of 28 vessels.
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A total of 4081 adult walleye pollock aggregations were
analyzed (2468 in Chiniak Trough and 1613 in Barnabas
Trough) and a total of 3188 juvenile walleye pollock aggre-
gations were analyzed (1501 in Chiniak Trough and 1687 in
Barnabas Trough) (Table 4). The PCA results indicate that


prefishery and fishery aggregations of adult walleye pollock
did not differ in Barnabas Trough. Although there was no
difference between the prefishery and fishery periods, there
was a difference between troughs in 2001 (plot not shown)
and in 2006 (Fig. 7a). Aggregations in Barnabas Trough


Fig. 4. Adult (A) and juvenile (J) walleye pollock distance (m) off the bottom and mean depth (m) by year and survey pass in Barnabas (b)
and Chiniak (c) troughs, with 95% confidence intervals. Solid symbols designate passes made before the fishery began.
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were less dense than aggregations in Chiniak Trough in
2001, and there were more, less dense aggregations of adults
in Chiniak Trough than in Barnabas Trough in 2006. The
variability about the mean of the descriptors used was high
(Table 4), so differences between troughs or between prefish-
ery and fishery periods were not significant when non-log-
transformed descriptors were considered individually.
The PCA analysis distinguished between prefishery and


fishery school characteristics for juvenile walleye pollock in
both troughs during 2001 (Fig. 7b) and in Barnabas Trough
during 2006 (Fig. 7c). Mean fractal dimensions of juvenile
aggregations were greater during the fishery for both
troughs in 2001 and for Barnabas Trough in 2006. Addi-
tionally, the density of juvenile aggregations was lower dur-
ing the fishery in Barnabas Trough in 2006. Because the
changes in school characteristics between the prefishery
and fishery period were similar in both troughs, only in
2006 was there a possible fishery effect on the characteris-
tics of juvenile aggregations.


Discussion
Our study provides evidence that the effect of fishing on


walleye pollock in Barnabas Trough over short time periods


of several days during the late-summer fishery was small, in
most cases too small to detect. The use of Chiniak Trough as
a comparison area was helpful in preventing the identification
of false positives when the same change between the prefish-
ing and fishing periods was detected in both troughs. Based
on the bootstrapping analysis, sufficient sampling intensity
was used to allow detection of changes as small as 10 m in
the vertical dimension. Simulation methods allowed the esti-
mation of CIs about the COG estimates so that small changes
on the order of a few kilometres could be detected. No large
changes that could be attributed to a fishery effect were
found in either vertical or geographical distributions.


Abundance
Fishing removals were not detectable because of relatively


high variability in estimated biomass among replicate surveys
when there was no fishing activity. This high natural variabil-
ity could not be explained by fish movement into and out of
the near-bottom zone where they could not be detected
acoustically.
The removals made during the study probably were not


large enough to have affected the nearby SSL populations,
based on the following argument. In the absence of data
showing the densities of fish necessary for successful SSL
feeding, indirect evidence based on estimates of biomass in
an area where SSL feed must be used. Using estimates from
Winship et al. (2002) for SSL prey consumption averaged
over the entire Alaskan population results in a requirement
of 3818 t of prey per year for 500 SSL consuming a diet of
50% gadids and 50% forage fish. The capture efficiency of
Steller sea lions is unknown; therefore, it is not possible to
estimate how much prey is needed to satisfy this forage de-
mand. Sease and Gudmundson (2002) counted 508 SSL at
haulouts on the east side of Kodiak Island in 2002, and there
were 703 juveniles and adults and around 500 pups at the
nearby Marmot Island rookery in 2004 when the last survey
was made there (Fritz and Stinchcomb 2005). Sigler et al.
(2009) found that 500–1700 t of prey was enough to attract
up to 500 sea lions in nonbreeding areas in southeastern
Alaska. The biomass of adult walleye pollock in Barnabas
Trough, even after the fishery removals, was never lower
than 4600 t. This could be an underestimate of the biomass
present if there was a substantial biomass of walleye pollock
not detected because of avoidance reaction to the vessel or
because they were within the acoustic dead zone. Although
the densities of walleye pollock (abundance·m–3) were not in-
dicated by Sigler et al. (2009) for the area in the inside
waters of southeast Alaska they surveyed, the areal densities
presented are similar to those found in Barnabas Trough. In
both locations fish were aggregated, not spread out over the
entire surveyed area, so their abundance in the vicinity of
Barnabas and Chiniak troughs was probably sufficient to at-
tract SSLs, especially if in addition to the walleye pollock,
there were other nutritious prey available (Sigler et al. 2009).
Thus, removals made during this study were not likely to
have adversely affected SSL populations.


Vertical distribution
Neither the estimated mean distance off-bottom nor the es-


timated mean depth differed between the prefishery and fish-
ery periods for adult or juvenile walleye pollock for any of


Fig. 5. Adult walleye pollock location of the center of gravity within
(a) Barnabas Trough and (b) Chiniak Trough in 2001 (squares),
2004 (triangles), and 2006 (circles). Solid symbols denote passes
made before the fishery began. Symbols are labeled with the pass
number. Axes show distance in kilometres from the reference loca-
tion (Barnabas 57°2′N, 152°50.9′W; Chiniak 57°32.3′N, 152°
10.7′W). Note that the axes have different scales.
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the 3 years in the Barnabas Trough. Differences on the order
of 10–15 m in average depth distribution could have been de-
tected based on the magnitude of estimated CIs. More intense
sampling (for example, by closer transect spacing) might
have allowed detection of smaller changes by narrowing the
CIs, but it is uncertain that smaller differences would be con-
sequential to SSL. Juvenile SSL quickly attain the ability to
dive to depths where walleye pollock were observed. Juvenile
SSL can dive to 200 m by 1 year of age and can reach 400 m
by 3 years of age, although most dives are much shallower
(Pitcher et al. 2005). Adult walleye pollock in Barnabas
Trough were found on average in water depths less than
135 m and in Chiniak Trough at depths of less than 160 m.
Thus, even the adult walleye pollock population close to the
bottom was potentially available to 1-year-old SSL. However,
juvenile SSL have higher mass-specific metabolic demands,
less foraging experience, and can spend less time at depth
than adults, so the effect of changes in prey depth could af-
fect juveniles more than adults (Loughlin et al. 2003; Pitcher
et al. 2005).


Geographical distribution
The pattern exhibited by juvenile walleye pollock in the


unfished trough in 2006 was what one would expect if fish-
ing activities caused walleye pollock to move to a different
location after fishing began. That is, COGs for all the pre-
fishery passes were located near each other, and the two for
the fishery period were together in a different place. This il-
lustrates the importance of the unfished comparison trough in
avoiding incorrect interpretations of the survey results. Be-
cause no change in location was detected after fishing began
in any of the 3 years in the fished trough for either adult or
juvenile walleye pollock, the 2006 finding that juvenile wal-


leye pollock in the unfished trough moved to a new location
in the trough after fishing began can be interpreted in two
ways. Either juvenile walleye pollock movements were not
related to fishing, or fishing in Barnabas Trough prevented
movements of juvenile walleye pollock like those that oc-
curred in Chiniak Trough, where there were no fishing activ-
ities. It is not possible to determine which explanation is
correct, but the pattern was not consistent among years, so
the second possibility seems unlikely. In short, there was no
indication from these surveys that fish moved in response to
fishing. Instead, patterns of walleye pollock distribution
within the troughs appear to be related to oceanographic con-
ditions (Hollowed et al. 2007). At least some of the changes
in horizontal distribution that were observed have been re-
lated to storms that pass through the area and cause pulses
in the Alaska Coastal Current (Wilson et al. 2003; Logerwell
et al. 2007). In the absence of wind-driven events, the distri-
bution of adults and juvenile walleye pollock is stable, lo-
cated inshore of a front in warm, low-salinity water, where
primary production is high and presumably the abundance of
euphausiids, a preferred food, is also high (Hollowed et al.
2007; Logerwell et al. 2007).
SSLs may target dense, compact schools, such as the one


observed in the first prefishery pass in 2001 in our study (Si-
gler et al. 2009). However, as mentioned earlier, such an ag-
gregation was not observed again during any of the other 23
passes made in the 3 years of the study, so that it appeared to
be a rare event. In addition, the aggregation had moved or
dispersed before fishing began, as it was not seen on the sec-
ond prefishery pass. These observations do not rule out the
possibility that such aggregations may occur more frequently
and predictably in other areas. Although our study suggests
that such high-density patches may be rare and can disperse


Table 3. Global index of collocation for comparing location of adult and juvenile walleye pol-
lock between passes within years for Barnabas and Chiniak troughs.


Barnabas Chiniak


Year Pass B2 B3 B4 B5 Pass C2 C3 C4 C5
Adult
2001 B1 0.60 0.59 0.52 C1 0.97 0.99


B2 1.00 0.82 C2 0.98
B3 0.83


2004 B1 0.97 0.98 0.97 C1 0.99 0.98
B2 0.99 0.99 C2 1.00
B3 1.00


2006 B1 0.78 0.62 0.45 0.96 C1 0.89 0.92 0.59 0.99
B2 0.94 0.75 0.88 C2 0.71 0.41 0.81
B3 0.89 0.71 C3 0.73 0.95
B4 0.52 C4 0.65


Juvenile
2001 B1 0.64 0.34 0.75 C1 0.75 0.58


B2 0.65 0.99 C2 0.86
B3 0.67


2006 B1 0.46 0.44 0.46 0.49 C1 0.95 0.93 0.44 0.41
B2 0.98 0.99 0.94 C2 0.97 0.48 0.45
B3 0.99 0.98 C3 0.58 0.54
B4 0.97 C4 0.99


Note: Passes are identified with B for Barnabas, C for Chiniak, and 1 to 5 for the pass number within a
year. Passes 1 and 2 in 2001 and 2004 and Passes 1, 2, and 3 in 2006 were prefishery.
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without regard to commercial fishing activity, it does not pro-
vide any evidence as to what the effect of fishing would be if
such schools were present during fishing operations.


Small-scale spatial patterns
The PCA and variogram methods used to analyze changes


in the characteristics of adult walleye pollock aggregations
and layers that may have occurred in response to fishing pro-
duced similar results; adult walleye pollock do not appear to
aggregate nor disperse in reaction to the fishery in Barnabas
Trough. Although related to the size of fish aggregations, the
range and nugget from variogram models are dependent on
the choice of lag size (scale) and so measure aggregations
on a larger scale (km) than that analyzed with the school rec-
ognition algorithms (m) in the PCA analysis. Thus, the use of
these complementary methods allowed analysis of changes in
more characteristics and at a wider range of scales than use
of either alone, strengthening the conclusion that there were
no effects of fishing activities on the aggregations of adults.
Conclusions were somewhat different for juvenile walleye


pollock. The changes in the aggregations observed in 2001


in both troughs were explained by Wilson et al. (2003) as
possibly caused by an intense storm that passed through the
area between the prefishery and fishery survey passes. In
2006, the Barnabas Trough juvenile aggregations during the
fishery were more numerous, had a higher fractal dimension,
and were less dense than prefishery aggregations. These
changes were not observed in Chiniak Trough and were con-
sistent with an interpretation that fishing activities in the area
caused a break up or redistribution of juvenile aggregations
into less cohesive groups, although juvenile walleye pollock
are not the target of the fishery. The response was not the
predator avoidance reaction typically exhibited by many pela-
gic fish, which is to reduce nearest-neighbor distances of
school members, resulting in smaller, denser schools (Pitcher
and Parrish 1993; Ryer and Olla 1998). Changes like those
observed for aggregations of juvenile walleye pollock in
2006 may make it easier for SSL to locate them, but the re-
duced densities within the patches might negatively affect
SSL feeding success.


Critique of method and possible improvements
The difficulty in interpreting changes in abundance de-


tected between the prefishery and fishery periods illustrates
the problems caused by not being able to assign the fishing
randomly to the troughs and not having replicates of the
treatment (fishing) or comparison site (Hurlbert 1984, 1993;
Heffner et al. 1996). The study design, although a substantial
improvement over a design without a comparison area, does
not allow testing for the significance of a fishing effect. The
methods do allow for estimation of CIs and detection of stat-
istically significant differences between passes, but the cause
for detected differences cannot be assigned to fishing. In-
stead, interpretation of results must be made by inference.
Oksanen (2004) postulated that valid conclusions can be
drawn through logic and biological reasoning provided the
perturbation applied is strong enough and the resulting differ-
ences are large enough. The results of our study imply that
removing a larger proportion of the fish biomass would be
helpful if the experimental design is based on a single paired
comparison area. If it is not practical or allowable to catch a
high percentage of the stock, a design employing several
comparison areas (control sites) would be a possible alterna-
tive if logistically feasible (Underwood 1994; Conquest
2000). However, if the results are meant to apply to addi-
tional areas not studied, the treatment (fishing) and controls
would still need to be randomly assigned to locations over
time (years). It should be noted that finding two areas with
geographic characteristics as similar as those in the present
study would be extremely difficult.
Differences between troughs in geographical and vertical


distributions and in small-scale spatial patterns, as well as in
biomass, were usually much greater than differences ob-
served within Barnabas Trough between the nonfishing and
fishing periods. The problems that this caused in determining
the effect of fishing could have been reduced by randomly
assigning fishing effort to the two troughs each year. How-
ever, this would have been extremely difficult in our study
because of the lead time needed to notify fishermen and
other logistic hurdles involved in closing different areas to
the fishery in a random manner.


Fig. 6. Juvenile walleye pollock location of the center of gravity
within (a) Barnabas Trough and (b) Chiniak Trough in 2001
(squares) and 2006 (circles). Solid symbols denote passes made be-
fore the fishery began. Symbols are labeled with the pass number.
Axes show distance in kilometres from the reference location (Bar-
nabas 57°2′N, 152°50.9′W; Chiniak 57°32.3′N, 152°10.7′W). Note
that axes have different scales.
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Potential short-term impacts of fishing on SSL
Hennen (2006) found that fishing activities near rookeries


had a negative effect on SSL populations and that protections
instituted in 1991 reduced the effect, possibly through reduc-
tion in direct kills by small trawl vessels. He also advanced
an additional possible explanation that small trawlers may
have caused localized depletions of fish populations critical
to foraging success of females and juveniles near rookeries.
Our study failed to find evidence for such localized deple-
tions at current fishery levels in Barnabas Trough.
It is not known whether Barnabas Trough is heavily used


by foraging SSL during the late-summer commercial fishing
season. If SSL are not present when fishing takes place, the
short-term impact is obviously negligible. If large numbers
are present during the late-summer fishing season, the short-
term effect on SLL is probably small based on the results of
our study. Because this study took place in late summer, it
provides no direct evidence concerning possible short-term
effects of the commercial fishery on walleye pollock distribu-
tion during other fishing seasons, when the effects of nutri-
tional stress on SSL would be different, but not necessarily
more severe (Jeanniard du Dot et al. 2008).
The results of this work are consistent with several other


studies that examined the potential competition between com-
mercial fishing and SSL. Cornick et al. (2006) used simula-
tions to calculate energy budgets for the GOA SSL
population under various scenarios of groundfish harvest.
They were unable to demonstrate competition between SSL
and commercial fisheries and suggested that spatially explicit
models might be more appropriate to examine interaction in
critical foraging areas within 20 km of major rookeries. How-


ever, Dillingham et al. (2006), in a study of the fine-scale
geographic interactions between SSL trends and local fish-
eries, concluded that neither groundfish abundance nor fish-
ing effort could explain the historic decrease in SSL
abundance. Furthermore, the analysis of Dillingham et al.
(2006) indicated that complete cessation of trawl fishing
would have had a negligible effect on the rate of SSL popu-
lation change.
The changes in abundance and vertical or geographical


distribution that the walleye pollock fishery in Barnabas
Trough may have caused appear to be small compared with
natural fluctuations that can occur. For example, the effect of
the absence of juveniles in both troughs in 2004 on SSL is
not known. However, it is safe to assume that if it had any
effect at all, it was surely greater than that potentially caused
by short-term, small-scale changes in the distribution of juve-
niles resulting from commercial fishing activities.
The lack of evidence of acute nutritional stress (Trites and


Donnelly 2003; Atkinson et al. 2008b) and the increased sur-
vivorship of both adult and juvenile SSL in recent years
(Holmes et al. 2007) are encouraging, although more long-
term effects such as decreased fecundity, delayed weaning,
or increased age when giving birth the first time are still is-
sues of concern. Results from recent studies have also shown
the importance of forage fish and salmon to the diet of SSL,
so the abundance and distribution of species such as Pacific
herring (Clupea pallasii), capelin, eulachon (Thaleichthys pa-
cificus), and salmon (Oncorhynchus spp.) could be important
to understand the role that fishing may have in impacting
SSL population recovery rates (Donnelly et al. 2003; Wom-
ble and Sigler 2006; Womble et al. 2009). Our study did not


Table 4. Mean and standard deviation (SD) for aggregation descriptors of adult (A) and juve-
nile (J) walleye pollock in Chiniak (C) and Barnabas (B) troughs during summers 2001, 2004, and
2006, before (bold font, first row of pair) and during the fishery (normal font, second row of pair).


Length (m) Height (m)
Fractal
dimension


Density
(fish·1000 m–3)


Year
No. of
schools Mean SD Mean SD Mean SD Mean SD


AC 2001 413 186 366 11.0 12.3 1.76 0.11 5 18
265 231 537 11.2 12.2 1.75 0.09 7 51


AB 192 339 706 9.8 8.0 1.79 0.10 6 33
316 296 528 10.7 7.8 1.80 0.08 4 15


AC 2004 530 217 452 10.9 9.5 1.73 0.13 5 25
152 330 606 12.3 10.8 1.72 0.12 4 6


AB 331 417 967 10.2 7.6 1.71 0.16 19 38
301 390 965 9.4 7.1 1.74 0.02 14 57


AC 2006 812 234 754 10.9 11.4 1.76 0.08 2 2
296 466 1767 12.2 17.5 1.76 0.09 2 2


AB 315 352 736 8.9 8.9 1.76 0.08 5 6
158 382 500 9.2 6.3 1.77 0.08 5 12


JC 2001 620 235 699 13.9 13.1 1.57 0.16 53 100
228 218 780 11.5 11.1 1.64 0.14 26 56


JB 289 230 600 12.8 9.6 1.57 0.15 61 110
337 319 964 11.2 8.6 1.64 0.14 59 143


JC 2006 406 196 615 11.8 9.5 1.64 0.13 36 84
247 310 886 13.0 12.2 1.63 0.13 28 66


JB 483 164 430 12.2 8.2 1.55 0.14 76 145
578 154 371 10.6 7.8 1.62 0.14 60 138


Note: There were no juveniles present in 2004.
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detect direct short-term fishing effects on prey fields, which
suggests that investigation of the long-term effects of com-
mercial fishing on the species composition and abundance of
the fish communities that constitute the prey of SSL might
provide more insight into the impact of fishing on the popu-
lation dynamics of SSL in Alaska.
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Fig. 7. Adult and juvenile walleye pollock ordinations derived from principal component analysis of aggregations of (a) adults in 2006, (b) ju-
veniles in 2001, and (c) juveniles in 2006 in Barnabas Trough (circles) and Chiniak Trough (triangles). The solid symbols are for prefishery
passes. The bars represent 95% confidence intervals of each trough–pass combination mean along PC1 and PC2, and the dashed lines repre-
sent the eigenvectors, a proxy for coordinates.
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Abstract—Rockfishes (Sebastes 
spp.) tend to aggregate near rocky, 
cobble, or generally rugged areas 
that are difficult to survey with 
bottom trawls, and evidence indi-
cates that assemblages of rockfish 
species may differ between areas 
accessible to trawling and those ar-
eas that are not. Consequently, it 
is important to determine grounds 
that are trawlable or untrawlable 
so that the areas where trawl sur-
vey results should be applied are ac-
curately identified. To this end, we 
used multibeam echosounder data 
to generate metrics that describe 
the seafloor: backscatter strength at 
normal and oblique incidence angles, 
the variation of the angle-dependent 
backscatter strength within 10° of 
normal incidence, the scintillation of 
the acoustic intensity scattered from 
the seafloor, and the seafloor rugos-
ity. We used these metrics to develop 
a binary classification scheme to 
estimate where the seafloor is ex-
pected to be trawlable. The multi-
beam echosounder data were verified 
through analyses of video and still 
images collected with a stereo drop 
camera and a remotely operated ve-
hicle in a study at Snakehead Bank, 
~100 km south of Kodiak Island in 
the Gulf of Alaska. Comparisons of 
different combinations of metrics 
derived from the multibeam data 
indicated that the oblique-incidence 
backscatter strength was the most 
accurate estimator of trawlability at 
Snakehead Bank and that the addi-
tion of other metrics provided only 
marginal improvements. If success-
ful on a wider scale in the Gulf of 
Alaska, this acoustic remote-sensing 
technique, or a similar one, could 
help improve the accuracy of rock-
fish stock assessments.


Rockfi sh (Sebastes spp.) stocks are 
diffi cult to assess because of their 
propensity to aggregate near the 
seafl oor in areas that are diffi cult to 
trawl, such as rocky, cobble, or gener-
ally rugged areas. Consequently, data 
from bottom-trawl surveys conducted 
in trawlable areas typically are ex-
trapolated to all areas within the 
boundaries of a survey, regardless of 
whether the seafl oor is trawlable or 
not (Wakabayashi et al., 1985). Such 
extrapolation may result in biased 
biomass indices if, for example, there 
is a shift in biomass between strata 
with variable but unknown amounts 
of untrawlable seafloor (Cordue, 
2006). Evidence also indicates that 
species assemblages differ between 
trawlable and untrawlable areas 
(Matthews and Richards, 1991; Ja-
gielo et al., 2003; Rooper et al., 2010), 
and remote-sensing techniques with 
acoustic or optical sensors may be 
able to help identify these differ-
ences. Equally important is the need 
to have a quantitative assessment of 
those grounds that are trawlable or 
untrawlable to more accurately esti-
mate the areas where the results of 


different stock assessment methods 
are valid. 


In many bottom-trawl surveys, 
trawlability has been assessed 
through the subjective interpreta-
tion of normal-incidence backscatter 
(echoes) from downward-looking sin-
gle-beam echo sounders.  These back-
scatter echoes are examined by vessel 
captains with different levels of ex-
perience, with different echo sound-
ers, and with different echosounder 
settings. Multibeam echo sounders 
(MBES), which have been successful 
previously for characterizion of the 
seafl oor for the purposes of mapping 
habitat and surfi cial geology (e.g., 
Kostylev et al., 2001; Goff et al., 
2004; Brown and Blondel, 2009), may 
offer an alternative solution for as-
sessment of trawlability.  In addition 
to the wider, high-precision coverage 
of the seafl oor that results from the 
use of multiple beams, MBES offer 
the potential for more accurate dis-
crimination between different types 
of seafl oor substrate (e.g., silt, sand, 
cobble, and rock) than does the use 
of downward-looking single beams 
because of the angle-dependent na-
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ture of the seafl oor backscatter 
strength, Sb. For example, the 
normal-incidence (i.e., 0° inci-
dence angle) Sb that would typi-
cally be expected for both cobble 
and fi ne sand are predicted to be 
very similar but are appreciably 
different at increased incidence 
angles (Fig. 1). Angle-dependent 
metrics that describe the back-
scatter from the seafl oor have 
been extracted from MBES data 
in previous studies to determine 
the nature of seafl oor sediments 
(e.g., Fonseca and Mayer, 2007).


Seafl oor backscatter collected 
with an MBES, as are the pre-
dictions shown in Figure 1, are 
often treated as the ensemble 
average of a large number of 
random realizations of scattered 
acoustic intensity. Higher order 
statistics that describe the scat-
tered intensity may also provide 
information that can be used to 
characterize the seafl oor. Often, 
the amplitude of the backscat-
ter echoes is expected to follow 
a Rayleigh distribution, with the 
underlying assumption that there are a large number 
of contributors to the backscatter from the seafl oor at 
any instant in time (Jackson and Richardson, 2007). 
Abraham and Lyons (2002) have linked heavy-tailed, 
non-Rayleigh distributions of backscatter to a model 
with a relatively small number of objects on the sea-
fl oor that have high levels of backscatter strength. In 
other words, the details of the probability density func-
tion that describe the amplitude of the acoustic echoes 
are likely to be related to the size and density of the 
scattering objects and their relative role in the overall 
scattering response. Measures that indicate non-Ray-
leigh backscatter may give an indication of distributed 
cobble or rock that would render a seafl oor untrawlable.


In this study, we examined the angle-dependent na-
ture of Sb, as well as measures of non-Rayleigh dis-
tribution of the backscatter and the seafl oor rugos-
ity (roughness) derived from bathymetric soundings, 
in an attempt to discriminate between trawlable and 
untrawlable seafl oors. The data were collected with 
a Simrad1 ME70 MBES (Kongsberg AS, Horten, Nor-
way) at a study area on Snakehead Bank in the Gulf 
of Alaska, ~100 km south of Kodiak Island (Fig. 2). To 
test the effi cacy of the acoustic measures as classifi ers 
of the seafl oor as either trawlable or untrawlable, we 
compared metrics derived  from a MBES with observa-


1 Mention of trade names or commercial companies is for 
identifi cation purposes only and does not imply endorsement 
by the National Marine Fisheries Service, NOAA.


Figure 1


A prediction of the angle-dependent seafloor backscatter strength, Sb (dB), ac-
cording to APL [1994], for the beam configuration used for the Simrad ME70 
multibeam echo sounder at Snakehead Bank in the Gulf of Alaska during a 
cruise of the NOAA Ship Oscar Dyson in October 2009. The areas over which the 
oblique-incidence Sb and the slope of the angle-dependent backscatter within 10° 
of normal incidence (Sb-slope) were calculated are shown. Normal-incidence Sb 
was calculated at 0° incidence angle.


Angle of incidence, θ (degrees)


tions collected with a stereo drop camera (SDC) system 
(Williams et al., 2010) along with cameras mounted on 
a remotely operated vehicle (ROV) (Rooper et al., 2012). 
The results of this comparison were then extracted to 
the entire multibeam data set that was collected with 
the Simrad ME70 during our Snakehead Bank surveys. 


Methods


MBES data were collected with a Simrad ME70 MBES 
mounted on the hull of the NOAA ship Oscar Dyson. 
The Simrad ME70 was developed specifi cally for fi sh-
eries applications (Trenkel et al., 2008), although it 
also has been used for bathymetric mapping (e.g., Cut-
ter et al., 2010). The Simrad ME70 is confi gurable in 
terms of 1) the number of beams generated, 2) acoustic 
frequency for each beam, and 3) direction and open-
ing angle of the beams. For our surveys at Snakehead 
Bank, the Simrad ME70 was confi gured to generate 31 
beams at frequencies ranging from 73 to 117 kHz and 
at beam opening angles that ranged from 2.8° to 11.0°. 
The 31 beams were steered to 0° in the alongship di-
rection and from –66° to +66° in the athwartship direc-
tion, with the lowest frequencies steered to the high-
est beam steering angles to mimimize the possibility 
of ambiguities associated with grating lobes (angular 
regions within a beam pattern of a transducer array 
that have equal sensitivity to the main angular region, 
or lobe, and cause ambiguities in the determination of 
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target angle direction; the occurrence of grating lobes 
is specifi c to the design of the transducer array that 
generates beams). A pulse duration of 1.5 ms was used 
for each beam. During transmission and reception, the 
beam-pointing directions were compensated for pitch 
and roll of the ship with a GPS-aided inertial motion 
unit (IMU). The IMU was also used to georeference 
the data collected with the MBES. The standard target 
method was used to calibrate the combined transmit-
receive sensitivity of each beam (Foote et al., 1987). 


In comparison with the Simrad ME70, most hydro-
graphic MBES are capable of generating an order of 
magnitude more beams with beam opening angles of a 
fraction of a degree and, therefore, produce a relatively 
high density of bathymetric soundings and measure-
ments of seafl oor backscatter. To achieve a similarly 
high density of data with fewer beams, we processed 
the Simrad ME70 data with a hybrid multibeam and 
phase-differencing technique (Lurton, 2010) that pro-
vided hundreds of independent seafl oor soundings 
(each of which was associated with a measure of Sb) 
over a swath that nominally covered ±60°. At beam 
angles away from normal incidence, the insonifi ed por-
tion of the seafl oor (the area on the seafl oor defi ned 
by the intersection of the sonar pulse within the beam 
pattern of the transducer array) acts as a discrete tar-
get; therefore, each beam was processed as if it were 
a phase-measuring bathymetric sonar (Lurton, 2010, 
section 8.2.3). Because this approach is more accu-
rate at higher incidence angles (Jin and Tang, 1996), a 
weighted mean amplitude detection (Lurton, 2010, sec-


tion 8.3.3) was used for beams with incidence angles 
of only a few degrees. For our data, the transition be-
tween these 2 bottom detection approaches correspond-
ed to an incidence angle of approximately 15°. The raw 
soundings were then merged with vessel position and 
attitude data and corrected for refraction through the 
water column. The georeferenced soundings were used 
to extract the rugosity in a grid of 25-m squares, or 
cells, by computing the ratio of the observed surface 
area within each grid cell to the area of a plane fi tted 
to the same data. 


A measure of the acoustic power was associated 
with each bottom detection and was converted to Sb 
by accounting for system gains and calibration offsets, 
spherical spreading and absorption in the water col-
umn, and area insonifi ed. Area insonifi ed was estimat-
ed with the assumption that the seafl oor was fl at and 
with the method described by Lurton (2010, section 
3.4.3). Applications of these radiometric corrections 
provided a realization of the angle-dependent seafl oor 
backscatter, which was used to help characterize the 
seafl oor, on each ping. Figure 1 shows predictions of 
the angle-dependent Sb for different substrate types 
that range from very fi ne silt to rough rock, on the 
basis of a scattering model that includes estimates for 
acoustic impedance, seafl oor roughness, and sediment 
volume scattering strength (APL, 1994). In general, it 
can be diffi cult to disambiguate between the different 
factors that underlie these scattering curves (Fonseca 
and Mayer, 2007), but they do offer some separation 
between different substrate types. On the basis of an 


Figure 2


The study area at Snakehead Bank in the Gulf of Alaska, south of Kodiak Island. Bathymetric 
contours are drawn at 50-m intervals. The locations where data were collected in 2009 with a Sim-
rad ME70 multibeam echo sounder from the large-scale trackline and during focused surveys are 
shown in red (classified as untrawlable) and blue (classified as trawlable). Camera data collected 
in 2009 and 2010 with a stereo drop camera and a remotely operated vehicle are shown as green 
squares (untrawlable) and cyan circles (trawlable). 
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examination of the predictions of Sb shown in Figure 1, 
3 different metrics that describe Sb were used, similar 
to those of Fonseca and Mayer (2007): the normal-inci-
dence Sb, the slope of the angle-dependent backscatter 
within 10°of normal incidence (Sb-slope), and the aver-
age oblique-incidence Sb (30° <θ< 60°). 


The acoustic power associated with each bottom de-
tection also was converted to acoustic backscatter in-
tensity and used to derive an estimate of the scintilla-
tion index, SI, which is defi ned here as


 SI = σ I
2


μI
2 ,  (1)


where σ I
2  and μI


2  = the variance and mean of the 
backscatter intensity, respectively. 


The SI is a measure of how the backscatter inten-
sity fl uctuates: for Rayleigh-distributed backscatter, 
the SI is equal to 1; for heavier tailed distributions 
that are a potential indicator of a relatively few strong 
scatterers contributing to the backscattered echo, the 
SI would be >1. The SI was calculated independently 
for each beam with a minimum of 50 samples (pings) 
and then averaged across beams. One important caveat 
to such SI estimation is that it is dependent on the 
sonar footprint on the seafl oor (Abraham and Lyons, 
2004), which changes as a function of incident angle 
and seafl oor depth for MBES. To reduce changes in SI 
that were associated with the sonar footprint rather 
than the substrate type, we used only the beam angles 
between 34° and 50° to generate this parameter. This 
restriction of angles essentially reduced the resolution 
to that of a single multibeam swath. 


The MBES data were compared with image data 
(both video and still images) from an SDC and a ROV. 
The SDC contained identical Sony TRD-900 camcorder 
units (Sony Corp., Tokyo, Japan) capable of collecting 
progressive scan video images at a pixel resolution of 
1280×720. Both SDC camcorder units were mounted 
on a sled in an aluminum frame and lowered to the 
seafl oor with a dedicated winch, and illumination was 
provided by 2 lights mounted above the camera hous-
ings inside the aluminum frame (Williams et al., 2010). 
MBES data also were compared with data collected 
with a Phantom DS4 ROV (Deep Ocean Engineering, 
Inc., San Jose, CA). Video footage was recorded from 
the ROV with a forward-looking color camera (Sony 
FCB-IX47C module with 470 lines of horizontal resolu-
tion and 18× optical zoom). Two pairs of parallel lasers 
on the ROV were used to estimate substrate size and 
horizontal fi eld of view. 


Data were collected during 3 cruises conducted at 
Snakehead Bank, south of Kodiak Island in the Gulf of 
Alaska (Fig. 2). During the fi rst cruise, the Oscar Dys-
on and the FV Epic Explorer, a commercial fi shing ves-
sel, visited the study site on 4–12 October 2009. Data 
were collected aboard the Oscar Dyson with the Simrad 
ME70 and ROV, and data were collected with the stereo 
drop camera aboard the Epic Explorer. Several repeat 


large-scale surveys were conducted with The Oscar Dy-
son along a series of parallel transect lines spaced 2.2 
km (1.2 nmi) apart and 9.3–14.8 km (5–8 nmi) long. 
Three of these surveys were used for this analysis. In 
addition to the large-scale surveys, 4 small-scale, fo-
cused surveys were conducted in the same area dur-
ing the fi rst of the 3 cruises. The focused surveys were 
designed to achieve “full coverage” (i.e., no unsampled 
regions of the seafl oor) of the seafl oor with the Simrad 
ME70  in areas where a relatively strong indication of 
fi sh had been observed in the acoustic data. For the 
small-scale surveys, transects were 1.9–3.7 km (1–2 
nmi) long and spaced 0.2–0.4 km (0.1–0.2 nmi) apart 
(depending on the water depth).


The drop camera was deployed 9 times during the 
October 2009 cruise, and locations were chosen where 
the acoustic data indicated that rockfi shes were most 
abundant. During each of the drop-camera deploy-
ments, the camera sled moved over the bottom at 
speeds of <1.5 kn as the Epic Explorer drifted along 
transects that lasted up to 1 h and, as a result, col-
lected relatively dense data in 9 small regions. The 
horizontal fi eld of view of the drop camera averaged 
2.43 m (standard error of the mean [SE]=0.14). 


The ROV was deployed in 5 different areas where 
the acoustic data indicated that rockfi shes were most 
abundant. Each deployment lasted for a few hours. The 
horizontal fi eld of view for the ROV averaged 2.61 m 
(SE=0.20). 


During the other 2 cruises in March and June of 
2010, the study site was revisited and the SDC de-
ployed 51 times aboard the Oscar Dyson. During these 
additional deployments, the seafl oor was recorded in 
only 1 of the 2 available stereo cameras, preventing 
collection of stereographic images. Each of these de-
ployments was short: the drop camera was deployed 
to the bottom for a couple of minutes before it was re-
trieved to the surface. The resulting images were all 
from single, small patches (<25 m radius) of seafl oor, 
rather than from the drift transects described for the 
fi rst cruise.


The seafl oor substrate observed during the under-
water video transects was classifi ed with a commonly 
used scheme (Stein et al., 1992; Yoklavich et al., 2000). 
The classifi cation consisted of 2-letter codes for sub-
strate types that denoted a primary substrate with 
>50% coverage of the seafl oor bottom and a second-
ary substrate with 20–49% coverage of the seafl oor. 
There were 7 identifi ed substrate types: mud (M), sand 
(S), pebble (P, diameter <6.5 cm), cobble (C, diameter 
6.5–25.5 cm), boulder (B, diameter >25.5 cm), exposed 
low-relief bedrock (R), and exposed high-relief bedrock 
and rock ridges (K). The size of substrate particles was 
measured or estimated from a known horizontal fi eld 
of view (~2.4 m) for the SDC and estimated with a 
paired laser system for the ROV. With this classifi ca-
tion scheme, a section of seafl oor covered primarily in 
cobble but with boulders over more than 20% of the 
surface would receive the substrate-type code cobble-







72 Fishery Bulletin 111(1)


boulder (Cb), with the secondary substrate indicated 
by the lower-case letter. Because the video collected 
with the SDC and ROV provided a continuous display 
of substrata, the substrate-type code was changed only 
if a substrate type encompassed more than 10 consecu-
tive seconds of video.


For this study, the substrate observed in the under-
water video transects was further classifi ed as either 
untrawlable or trawlable with reference to the stan-
dard Poly-Nor’eastern 4-seam bottom trawl used in 
biennial bottom-trawl surveys of the Gulf of Alaska 
and Aleutian Islands by the Alaska Fisheries Science 
Center (Stauffer, 2004). The Poly-Nor’eastern bottom-
trawl footrope comprised 10-cm disks interspersed 
with bobbins 36 cm in diameter. The untrawlable ar-
eas were defi ned as any substrate containing boulders 
that reached >20 cm off the bottom of the seafl oor or 
any substrate with exposed bedrock that was so rough 
that the standard bottom-trawl footrope would not eas-
ily pass over it. Therefore, the trawlable grounds were 
those areas mostly composed of small cobble, gravel, 
sand, and mud without interspersed boulders or jagged 
rocks. The untrawlable grounds were those areas that 
contained any boulder or high-relief rock substrates. 
The same experienced observer classifi ed the substrate 
for both the ROV and SDC video transects.


The video data thus classifi ed were partitioned in 
a grid of 25-m squares, or cells—a length scale that 
is a rough estimate for the accuracy of the position-
ing systems associated with both video systems. The 
primary and secondary substrate types were given a 
numeric value based on a nominal substrate size, and 
each grid cell was assigned substrate types associated 
with the median values for all data within the cell 
boundaries. Grid cells also were assigned as trawlable 
or untrawlable if all data within a cell supported such 
a classifi cation; otherwise, the grid cell was assigned a 
“mixed” classifi cation. The gridded video classifi cations 
were then compared with the seafl oor parameters (e.g., 
rugosity or normal-incidence Sb) derived from data col-
lected with the Simrad ME70, where both types of data 
existed at the same position, to provide an indication of 
how each acoustically derived seafl oor parameter was 
able to discriminate between trawlable and untraw-
lable areas. This comparison was done for each param-
eter separately and then done for various combinations 
of parameters to fi nd a combination of parameters that 
best discriminated between trawlable and untrawlable 
substrate. For each parameter, a t-test was used to de-
termine whether it was able to distinguish between 
trawlable and untrawlable seafl oor at the signifi cance 
level of α=0.05 (i.e., where erroneous rejection of the 
null hypothesis is expected 5% of the time), and val-
ues of standard difference (the difference between the 
sample means divided by the pooled standard devia-
tion) were computed. When combinations of parameters 
were tested, a best-fi t separation (for the goal of mini-
mizing the classifi cation error rate) within the multidi-
mensional parameter space was found through exami-


nation of the entire parameter space. To maintain a 
clear link back to the underlying data distribution, the 
separation between trawlable and untrawlable was as-
sumed to be a line, plane, or hyperplane (a generaliza-
tion of a plane into more than 2 dimensions), depend-
ing on the dimension of the parameter space. 


Results


The data showed a wide range of values and, presum-
ably, associated substrate types. The shallowest (<100-
m) portion of Snakehead Bank contained the highest 
oblique-incidence Sb (approximately –12 dB). This re-
gion contained similar values for the normal-incidence 
Sb, and small Sb-slope (<0.75 dB/°). Taken together, 
these data indicate a cobble seafl oor on the top of the 
bank. On the northeastern side of the bank at depths 
~200 m, the oblique-incidence Sb reached its lowest 
value of approximately –30 dB with a normal-incidence 
Sb of –15 dB and Sb-slope of ~1.1 dB/°—values consis-
tent with a substrate composed of very fi ne silt.


The region with the highest normal-incidence Sb 
(–10 to –7 dB) occurred between 154°W and 153.9°W 
and near 56.07°N in the northwest region of the bank. 
The Sb-slope was also high in this region, reaching up 
to 1.5 dB/°, and the oblique-incidence Sb was between 
–18 dB and –15 dB. These results for the seafl oor pa-
rameters are confounding, given that the Sb-slope was 
large enough to indicate a fi ne sand or silt, but the 
normal-incidence and oblique-incidence Sb both indi-
cated a coarser sediment or a higher-than-anticipated 
volume scatter contribution due to heterogeneities or 
gas (Jones et al., 2012) within the sediment.


The SI shows a complicated pattern that did not 
appear to be well correlated with any certain sub-
strate type, although there were large (hundreds of 
meters) contiguous regions that exhibited high SI val-
ues (i.e., the data did not appear to be simply random 
noise). The rugosity levels show the bank to be rela-
tively smooth along the top, except at a sharp transi-
tion along its northeastern edge between the 100- and 
150-m contours. The rugosity analysis also indicates 
the appearance of what may be large (wavelength 
~150 m) sand waves in the extreme southeastern por-
tion of the study area and smaller pockmarks in the 
southwestern portion of the study area.


The results of a comparison of the seafl oor param-
eters derived from the backscatter data that was col-
lected with the Simrad ME70 and the substrate types 
derived from the data collected with the SDC and ROV 
are shown in Figure 3. These data show that, although 
substrate types Bb, Cb, and Gb are diffi cult to distin-
guish with backscatter parameters, these 3 types are 
clearly separate from substrate type Ss. The oblique-
incidence Sb values for substrate type Ss appeared to 
be bimodal, with the majority of the values residing be-
tween –17 and –15 dB and a substantial number of val-
ues between –29 and –26 dB. According to the notional 
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Figure 3


The frequencies of occurrence for major and minor substrate combinations, classified from the data collected in 2009 and 
2010 with a stereo drop camera and a remotely operated vehicle as a function of different seafloor characteristics derived 
from the data collected with a Simrad ME70 multibeam echo sounder. Major (capital letter) and minor (lowercase letter) 
substrate types included Bb=boulder; C=cobble; Gg=gravel; and Ss=sand.  
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values shown in Figure 1, these 2 regions would cor-
respond to sandy gravel and very fi ne silt, respectively. 
The lower set of oblique-incidence Sb values were found 
in the deepwater off the northern side of the bank at 
depths of  200–250 m and also on the south side of the 
bank at depths of 120–150 m. On average, the larg-
est Sb-slope and the widest range of normal-incidence 
Sb were observed on sandy substrate. The normal-in-
cidence Sb for areas classifi ed as sandy substrate ex-
tended to ranges higher than would be expected, a fi nd-
ing that could be a result of unusually high volume-
backscatter caused by gas or heterogeneities within the 
sediment volume. The harder substrates (Bb and Cb) 
all had small Sb-slope, as expected, and on average had 
higher SI than the sandy sediments. 


To determine how each parameter discriminated 
between trawlable or untrawlable seafl oor, using clas-
sifi ed SDC and ROV video data as verifi cation, the 
frequencies of occurrence for each parameter were ex-
tracted for each substrate type (Fig. 4). T-tests indicat-
ed that the distributions of trawlable and untrawlable 
areas of seafl oor were distinguishable at the α=0.05 
signifi cance level (Table 1), although each parameter 
did not perform equally when discriminating between 
the 2 classifi cations. The 3 best individual discrimina-
tors were the normal-incidence Sb, Sb-slope, and the 


oblique-incidence Sb with standard differences of 0.74, 
1.12, and 1.89, respectively. Of these 3 parameters, the 
oblique-incidence Sb demonstrated the clearest separa-
tion between trawlable and untrawlable seafl oor, with 
a boundary at –13.4 dB. According to modeled data 
(Fig. 1), this Sb level discriminates cobble and rock 
from gravel, sand, and silt. The SI and rugosity were 
separated less well with standard differences of 0.25 
for each.


With the oblique-incidence Sb considered alone, the 
combined error rate (erroneous classifi cations of both 
trawlable and untrawlable seafl oor) reached a mini-
mum of 5.6% (n=303) with a boundary set at Sb=–13.4 
dB. To determine whether this error rate could be 
lowered, additional parameters derived from the data 
collected with the Simrad ME70 were linearly com-
bined with the oblique-incidence Sb. Figure 5 shows 
the combination of the oblique- incidence Sb with each 
of these other parameters, along with a line that best 
discriminated between the trawlable and untrawlable 
classifi cations. The largest reduction in classifi cation 
error rate was achieved when the oblique-incidence Sb 
was combined with either the normal-incidence Sb or 
the SI, both of which had a marginally improved er-
ror rate of 5.0%. When 3 parameters were combined to 
discriminate between trawlable and untrawlable sea-







74 Fishery Bulletin 111(1)


fl oor, the error rate did not change apprecia-
bly except in the case of a combination of the 
oblique-incidence Sb, the normal-incidence Sb, 
and the SI, in which case the class error rate 
was reduced to 3.8%; similar error rates were 
found with 4 classes separated by a best-fi t 
hyperplane. 


Because only marginal improvements in 
class error rate were achieved when multiple 
parameters were combined and maintenance 
of simplicity in the interpretation of the re-
sults was desired, the oblique-incidence Sb 
was chosen as the sole discriminator between 
the trawlable and untrawlable seafl oor at the 
study site. The classifi cations of trawlable 
and untrawlable seafl oor classifi cations area 
shown in Figure 2 for both the from the Sim-
rad ME70 and the data from the SDC and 
ROV. The classifi cation based on the data from 
the Simrad ME70 is accurate throughout most 


Table 1


Results of a 2-sample t-test and the standard difference in a 
comparison of trawlable and untrawlable populations for differ-
ent parameters derived from the data collected with the Simrad 
ME70 multibeam echo sounder during a cruise in 2009 aboard the 
NOAA Ship Oscar Dyson. These parameters are normal-incidence 
seafl oor backscatter strength (Sb), oblique-incidence Sb, the slope 
of the angle-dependent backscatter within 10° of normal incidence 
(Sb-slope), scintillation index (SI), and rugosity (roughness).


  Degrees of  Standard
 t-statistic freedom P-value difference


Normal-incidence Sb 6.6 260 2×10–10 0.74
Oblique-incidence Sb 17.2 170 4×10–39 1.89
Sb-slope (0–10°) 9.9 287 5×10–20 1.12
SI 2.1 216 0.04 0.25
Rugosity 3.6 418 0.0004 0.25


Figure 4


The frequencies of occurrence for trawlable (solid lines) and untrawlable (dashed lines) seafloor as a function of 
different seafloor parameters—(A) normal-incidence seafloor backscatter strength, Sb; (B) the slope of the angle-
dependent backscatter within 10°of normal incidence (Sb-slope); (C) rugosity (roughness); (D) oblique-incidence 
Sb; and (E) scintillation index—derived from the data collected with a Simrad ME70 multibeam echo sounder in 
2009. A classification of mixed (dotted lines) indicates a 25-m2 area of the seafloor that included classifications 
of both trawlable and untrawlable data.     
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of the study site, and the most obvious error occurred 
on the north–south transect intersected 153.9°W in an 
area with high oblique-incidence Sb.


Discussion


The oblique-incidence Sb and the Sb-slope followed the 
expected trends when separated into trawlable and un-
trawlable classes and these trends were verifi ed from 
video data collected with the SDC and ROV. Untraw-
lable areas were expected to have a larger oblique in-
cidence Sb and Sb-slope than trawlable areas on the 
basis of backscatter models (e.g., Fig. 1). The normal-
incidence Sb did not appear to discriminate very well 
between trawlable and untrawlable seafl oor and tended 
to have a wider distribution of backscatter values than 
would have been expected on the basis of consideration 
of the oblique-incidence Sb and the modeled values 
shown in Figure 1. There are several possible reasons 
for the lack of discrimination with normal-incidence Sb, 
including higher-than-expected normal-incidence Sb in 


Figure 5


Scatter plots of the oblique-incidence seafloor backscatter strength (Sb) with each of the other seafloor parameters exam-
ined in our work and a best-fit line that discriminates between trawlable and untrawlable seafloor. The other seafloor pa-
rameters shown here are the (A) normal-incidence Sb, (B) scintillation index, (C) slope of the angle-dependent backscatter 
within 10°of normal incidence (Sb-slope); and (D) rugosity (roughness).


the sands and silts caused by gas or heterogeneities 
within the sediment volume in some trawlable areas 
and higher-than-expected roughness in the areas of 
cobble and rock that caused a larger-than-anticipated 
reduction in the normal-incidence Sb for some untraw-
lable areas.


Although quite variable throughout the study area, 
the mode of the SI was slightly higher for the untraw-
lable seafl oor than it was for the trawlable seafl oor. 
This difference seems plausible when we consider the 
SI to be a metric for how many scatterers are contrib-
uting to the sonar return within a beam footprint. A SI 
value near 1 suggests that there are a large number of 
scatterers (i.e., the central limit theorem applies, and 
the backscatter amplitude is Rayleigh distributed), as 
might be expected from a sand or silt seafl oor. On the 
other hand, a larger SI indicates that there are only a 
few dominant scatterers within the beam footprint, as 
might be expected from a seafl oor of cobbles or boul-
ders. Although the data indicate a trend in the correct 
direction, SI alone has not provided a clear separation 
between trawlable and untrawlable seafl oor (e.g., a 
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threshold of 1.2 would result in a high classifi cation 
error rate).


Rugosity derived from the data collected with the 
Simrad ME70 was a poor discriminator of trawlable 
versus untrawlable seafl oor, generally with lower val-
ues (e.g., smoother seafl oor) in areas where the valida-
tion data from the SDC and ROV surveys indicate that 
the seafl oor is untrawlable. The areas that contained 
high values of rugosity generally were dominated by 
larger scale features: the ridgeline on the northern 
edge of the bank, the sand waves in the southeast, or 
the pockmarks in the southwest. It is likely that the 
spatial resolution of the MBES was insuffi cient to pro-
vide a useful estimate of the rugosity level and that an 
MBES with higher frequencies and higher resolution 
might provide more useful results.  


  The oblique-incidence Sb alone provided a low er-
ror rate as a discriminator between trawlable and un-
trawlable seafl oor. When combined with the other met-
rics, it was possible to slightly lower the error rate, 
but an examination of the scatter plots in Figure 5 in-
dicates that the error rates were not been lowered in 
any meaningful way. For example, the best-fi t line that 
discriminates between the combination of oblique-inci-
dence Sb and normal-incidence Sb shows that a com-
bination of high oblique-incidence Sb and low normal-
incidence Sb gives a better indication of untrawlable 
seafl oor than high oblique-incidence Sb on its own. 
This fi nding is contrary to what the modeled seafl oor 
return (Fig. 2) would predict: high oblique-incidence Sb 
and high normal-incidence Sb are a better predictor of 
an untrawlable seafl oor. Therefore, it is likely that the 
marginal improvement in classifi cation error rate with 
these extra parameters combined is simply a result of 
variations in the tails of the underlying data distribu-
tions. With only marginal improvements (5.6–3.8%) in 
classifi cation error rate when up to 4 parameters are 
combined, with a hyperplane separating the 2 classes, 
it is reasonable to choose the simpler approach of using 
only the oblique-incidence Sb as a predictor of traw-
lable or untrawlable seafl oor.


Conclusions


The results described here indicate that acoustic re-
mote sensing of substrate type with an MBES, and 
oblique-incidence acoustic Sb in particular, offer useful 
insight into whether the seafl oor is untrawlable. This 
conclusion is in qualitative agreement with the work 
of Jagielo et al. (2003), who used seafl oor backscatter 
collected with a sidescan sonar as part of an a priori 
assessment of trawlability (note that much of the sid-
escan record was collected at oblique incidence angles). 
Whether these types of acoustic metrics can provide a 
similar level of confi dence regarding the distribution 
of untrawlable seafl oor in areas throughout the entire 
Gulf of Alaska needs to be determined. If successful on 
a wider scale, this type of acoustic remote sensing can 


help refi ne the interpretation of bottom-trawl surveys. 
In particular, techniques such as those described here 
could increase the accuracy in identifi cation of areas 
with seafl oor characteristics similar to areas where 
bottom-trawl surveys of rockfi sh were conducted (i.e., 
areas where results from the trawl surveys can be ap-
plied).  As a result, the precision and accuracy of bio-
mass estimates from bottom-trawl surveys and their 
resultant stock assessments would be improved.
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The conservation and management of fish stocks requires,
among other things, animal abundance estimates.


Fisheries scientists often use bottom and midwater trawls to
estimate fish abundance when conducting either convention-
al trawl surveys or acoustic-trawl surveys. For acoustic-trawl
surveys, trawl catches provide information to convert
acoustic data into estimates of abundance. Both acoustic and
conventional trawl surveys provide catch information on tar-
get species composition and size structure. The catch, how-
ever, represents a relatively long space-integrated and time-
integrated sample of the environment due to the time
required to deploy and recover trawling nets.


High-resolution information on species and size composi-
tion along the trawl path can be invaluable for both types of
surveys. For acoustic-trawl surveys, the high-resolution infor-
mation can improve interpretation of the acoustic data. For
either trawl survey type, many smaller or fragile animals trav-
el through the trawl and are not retained in the catch, so infor-
mation about these often critically important components of
the ecosystem require sampling with other specialized equip-
ment. Additionally, fish captured by trawls often do not sur-
vive, and thus trawl survey methods are inappropriate in
some areas where fish stocks are severely depleted by over-
fishing or habitat loss.


To address these needs, researchers at NOAA's National
Marine Fisheries Service's (NFMS) Alaska Fisheries Science
Center (AFSC) developed the Cam-trawl. The Cam-trawl is a
self-contained stereo-camera system fitted to the aft end of a
trawl in place of the cod-end (i.e., capture bag). The absence
of the cod-end allows animals to return unharmed to the
environment after being imaged, and the image data provide


much of the information that is typically collected from ani-
mals that are retained by traditional trawl methods.


System Overview
The stereo-camera system consists of two high-resolution


machine vision cameras, a series of light-emitting diode (LED)
strobes, a computer, a microcontroller, sensors and a battery
power supply. The cameras and battery pack are housed in
separate four-inch-diameter titanium pressure housings, and
the computer, microcontroller and sensors are placed in a
single six-inch-diameter aluminum housing. The components
are mounted on an aluminum frame which is attached to the
trawl and connected using SubConn Inc. (North Pembroke,
Massachusetts) wet-pluggable marine connectors, including
new combined power and gigabit-Ethernet-rated connectors
for the cameras.


To facilitate the image analysis process, the trawl mesh
panel sections were removed from the net in the region
where the system's camera frame was attached to the trawl,
providing a uniform background for isolating targets.







Flotation was used to help maintain the camera frame in a
vertical position (i.e., cameras oriented horizontally) during
towing. A drogue was attached to the trawl aft of the camera
system that, in the absence of the cod-end, provides drag to
stabilize the camera frame.


Cameras. The system uses two JAllnc. (San Jose, California)
RM-4200GE high-resolution, high-sensitivity cameras capa-
ble of capturing four-megapixel images at up to 15 frames per
second. Machine-vision camera systems are more complex
than camera systems utilizing consumer video or digital still
cameras, but they provide far greater control over the image
acquisition process. The cameras are paired with 5amyang
Optics Co. Ltd. (Changwon, Korea) eight-millimeter f/3.5
stereographic-projection lenses that, when combined with a
domed viewport and a +5 diopter adapter, provide an 80°
field of view with little distortion. The camera housings are
fixed on a 22-by-85-centimeter frame with a 50-centimeter
baseline distance (distance between optical axes at the image
plane) and angled toward each other by 5°. This stereo-cam-
era arrangement is then calibrated and the cameras are not
removed from the frame, preserving the fixed camera geom-
etry for stereo-triangulation and computation of target size
and range.


LED Strobes. Six 00575 LEO-based strobes manufactured
by Smart Vision Lights (Muskegon, Michigan) provide light. A
wide-input-range direct current (OC)-to-OC converter was
added to the strobe assembly to allow the strobes to operate
using a range of battery configurations from nine to 36 volts
OC. The 00575 strobes were not designed for underwater
use, so each was placed in a 12-by-12-by-five-centimeter alu-


minum housing and encapsulated in epoxy. The OCto-OC
converter and back of the 00575 strobe circuit board were
encapsulated in thermally conductive epoxy to provide a
path for heat dissipation, and the rest of the strobe was potted
in clear epoxy. Power and trigger signal were provided via a
four-pin connector.


Supporting Hardware. Unlike tape-based video cameras
or digital cameras that store images internally in nonvolatile
random access memory, machine vision cameras require
external hardware to store images. The cameras are connect-
ed via gigabit Ethernet to a computer, which has software to
control the camera's operation and to store the image data to
a solid-state hard disk drive. Heading, pitch, roll and depth







information for the system are provided
by an Ocean5erver Technologies Inc.
(Fall River, Massachusetts) 055000-
U5D solid-state tilt-compensated com-
pass. Depth is monitored continuously
by the microcontroller, and when it
reaches the configurable turn-on depth,
the image acquisition process starts by
powering up the system, triggering the
cameras and strobes, and logging the
sensor data. Image acquisition is
stopped and the system is shut down at
either a prespecified turn-off depth or if
the battery voltage falls below a speci-
fied threshold.


To support lowered camera opera-
tions independent of the modified
trawl, the system outputs composite
video for viewing images in real time
through a conducting sea cable. This
output can also provide users on-deck
diagnostics in case of a system mal-
function.


Image A<;quisition Software. JAI Inc.
provides a full-featured software devel-
opment kit, which simplifies writing
customized software for their cameras.
The core acquisition and control rou-
tines are written in C++ to maximize
performance, while general system
operation routines, sensor-data logging
and the graphical user interface (CUI)
are written in Python.


The computer runs a customized
Linux operating system, which allows
precise control over what software and
services are launched. When deployed
autonomously, a limited set of software
and services run, providing the image
acquisition software maximum com-


puting resources. If the system is con-
nected by a conducting cable to the
surface, the acqu isition software pre-
sents a CUI that displays real-time
images and system parameters. Finally,
if an operator starts the system on deck,
the full desktop operating system is
started, allowing the operator to copy
data over the network or to initiate a


remote desktop connection to alter the
system configuration or perform other
maintenance.


System Performance
The Cam-trawl was tested over a


series of experimental deployments
using NOAA ships Oscar Dyson and
Bell Shimada in July and August 2010.
These deployments demonstrated the
potential value of this sampling method
while highlighting many of the tradeoffs
and decisions that had to be made to
optimize Cam-trawl performance, such
as the placement of LED strobes, expo-
sure duration and appropriate frame
rates.


To replace traditional trawl catch pro-
cessing, the image set had to capture
every animal passing though the tr.awl
with sufficient resolution for identifica-
tion. Thus, targets must be tracked to
reduce the probability of double-count-
ing. Test deployments sought to find the
optimal balance between good tracking
conditions and sufficient target resolu-
tion for classification by changing the
image resolution and frame rate and
moving the camera position within the
trawl.
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"eam-trawl allows animals to return
unharmed to the environment


after being imaged, and the image
data provide much of the


information that is typically collect-
ed from animals that are retained by


traditional trawl methods."


The cameras are capable of operating over a range of
image resolution settings and frame acquisition rates. At the
highest-resolution setting (2,048 by 2,048 pixels), the entire
system operates at six frames per second, which is below the
camera potential due to network and disk input-output limi-
tations. At this rate, 21,600 image pairs can be collected per
hour, which would occupy approximately 12 gigabytes of
disk space when stored in )pEG format. At the lower-resolu-
tion setting (1,024 by 1,024 pixels), the frame rate could be
increased to 10 frames per second, with the storage require-
ments reduced to 4.5 gigabytes per hour. The latter setting
improved conditions for tracking targets, but provided less
detail for identifying animals.


The system withstood the rigors of deployment and
retrieval in moderate weather conditions without evidence of
impact or vibration damage. Attitude sensors were used to
ensure the cameras were oriented horizontally and the cam-
era frame was stable when deployed.


Conclusions
Underwater camera systems have often been used to con-


duct surveys of marine resources on autonomous underwater
vehicles, remotely operated vehicles and towed systems.
These approaches are often limited by low densities of fish in
the environment and animal avoidance behaviors to the cam-
era lighting. By integrating a camera system behind the for-
ward portion of a trawl, the Cam-trawl, unlike these other
devices, can concentrate marine organisms and present this
captive group to the cameras. •


Cam-trawl image data from the field demonstrates how the
system can more precisely place marine organisms in their
spatial context. Image sequences allow adjacent fish schools
to be independently analyzed for fish length distribution and
demonstrate that there is significant small-scale variation in
fish size, which would be difficult to resolve using traditional
trawl methods. Images also captured animals too small or too
fragile to be adequately represented in standard trawl catch
samples, such as krill, gelatinous organisms and small fish.
When the Cam-trawl is used on acoustic-trawl surveys, ani-
mals in images can be associated with acoustic layers, and
the complementary information from these two data types
readily provides quantitative information on the animals' spa-
tial distribution.


The Cam-trawl stereo arrangement is superior to other mea-
surement approaches, such as parallel lasers, because every
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earn-trawl images shown with their corresponding locations on a 38-
kilohertz echogram. Marker size indicates the relative abundance of
organisms in the images.


animal in the shared view can be measured. Parallel lasers,
which provide a means of estimating animal length by pro-
jecting two parallel beams of light at a known distance apart,
are limited to measuring at most one animal per frame. With
Cam-trawl, more animals are measured per image, which
results in more abundant and accurate information on the
size structure of the sampled aggregations.


The Cam-trawl can collect data for longer periods than is
possible with traditional trawling, as no animals are retained
by the gear. A trawl needs to be large enough to reduce avoid-
ance to the gear, but this large size means more fish are
retained. Occasionally, only a small portion of a dense fish
aggregation can be sampled with a trawl to avoid too large a
catch. Cam-trawl allows more extensive sampling of these
high-density aggregations, as fish are not retained.


Image-based sampling generates vast amounts of data,
which present challenges to data analysis. These challenges
can be reduced by using automated image-processing soft-







ware routines. A collaborative project has been established
with computer vision experts at the University of Washington
to develop algorithms for automated tracking, matching tar-
gets in stereo image pairs, target measurements and classifi-
cation. This software development, expected to be available
within a year or two, will greatly ease one of the most oner-
ous steps in image-based sampling.


To improve Cam-trawl data and power management and
increase the efficiency of the system, new software develop-
ments are planned for real-time processing of images to retain
only those containing targets of interest. An adaptive sam-
pling system will also be implemented to adjust the frame rate
relative to the target density.


The Cam-trawl represents a new class of sampler to study
the marine environment. It will not completely remove the
need for physical sampling in many situations, specifically
where species identifications are particu larly ambiguous,
where biological specimens are required (such as age deter-
mination and diet analyses) or where water clarity is poor.


With ongoing development, the Cam-trawl is poised to
become a standard marine surveying tool for AFSC surveys in
the near future, providing a more holistic view of the marine
environment and improving the management of our marine
resources.
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For modern fisheries stock assess-
ments, f isheries-independent data 
are necessary to estimate population 
abundances and population trends. 
For most marine species, fisheries-
independent abundance estimates are 
primarily obtained from large-scale 
multispecies bottom trawl surveys 
(e.g., Gunderson and Sample, 1980) 
and from acoustic surveys of pelagic 
fish stocks (e.g., Karp and Walters, 
1994). Although acoustic backscatter 
is used to measure fish abundance, 
midwater trawl samples are needed 
to determine the size and species 
composition of acoustically sampled 
fish populations. Both of these survey 
methods require physical sampling 
of trawl catches and such sampling 
can result in unrepresentative data 
in several ways. 


Bottom-trawl surveys are limited 
to the areas they can sample be-
cause many research trawls are not 
constructed to efficiently fish over a 
rough or rugose seafloor. Thus, sur-
veys with bottom trawls may not be 
appropriate for some species with 
affinities for untrawlable habitat or 
in survey areas where significant 
patches of untrawlable ground can be 
found (Zimmermann, 2003; Cordue, 
2007). In Alaska, semipelagic species 
such as northern rockfish (Sebastes 
polyspinis) and Pacific ocean perch (S. 
alutus) are an important part of the 
commercial catch, but they also show 
some affinity for untrawlable areas 


Use of stereo camera systems  
for assessment of rockfish abundance  
in untrawlable areas and for recording  
pollock behavior during midwater trawls 


Kresimir Williams (contact author)


Christopher N. Rooper


Rick Towler


Email address for contact author: Kresimir.Williams@noaa.gov


Alaska Fisheries Science Center
National Marine Fisheries Service
National Oceanic and Atmospheric Administration
7600 Sand Point Way NE
Seattle, Washington 98115 


Manuscript submitted 21 January 2010.
Manuscript accepted 27 May 2010.
Fish. Bull. 108:352–362 (2010).


The views and opinions expressed  
or implied in this article are those of the 
author (or authors) and do not necessarily 
reflect the position of the National Marine 
Fisheries Service, NOAA.


Abstract—We describe the applica-
tion of two types of stereo camera 
systems in fisheries research, includ-
ing the design, calibration, analysis 
techniques, and precision of the data 
obtained with these systems. The first 
is a stereo video system deployed by 
using a quick-responding winch with a 
live feed to provide species- and size-
composition data adequate to produce 
acoustically based biomass estimates 
of rockfish. This system was tested on 
the eastern Bering Sea slope where 
rockfish were measured. Rockfish 
sizes were similar to those sampled 
with a bottom trawl and the relative 
error in multiple measurements of the 
same rockfish in multiple still-frame 
images was small. Measurement 
errors of up to 5.5% were found on a 
calibration target of known size. The 
second system consisted of a pair of 
still-image digital cameras mounted 
inside a midwater trawl. Processing 
of the stereo images allowed fish 
length, fish orientation in relation 
to the camera platform, and rela-
tive distance of the fish to the trawl 
netting to be determined. The video 
system was useful for surveying fish 
in Alaska, but it could also be used 
broadly in other situations where it 
is difficult to obtain species-compo-
sition or size-composition informa-
tion. Likewise, the still-image system 
could be used for fisheries research 
to obtain data on size, position, and 
orientation of fish.


(Clausen and Heifetz, 2002; Rooper 
et al., 2007). 


In addition, inferences from spe-
cies- and size-composition data ob-
tained from trawl catches can be 
biased on account of trawl selectiv-
ity. Trawls are generally designed 
to capture larger, market-size fish, 
and their design for this selected 
size results in the under-retention 
of juvenile size classes. In acoustic 
surveys of walleye pollock (Theragra 
chalcogramma), biases in midwater 
trawl catches directly translate into 
biases in abundance estimates for 
areas where large and small fish are 
found (Godo et al., 1998). Selective 
retention of fish is a consequence of 
size and species-dependent fish be-
havior during the trawling process. 
Observation of fish reactions to trawl 
gear is critical to understanding the 
behavioral mechanisms responsible 
for trawl selectivity and to develop 
future trawl gear for research. 


Here, we describe the use of stereo 
photography to sample rockfish in un-
trawlable habitats using a drop unit 
with a stereo video camera (hereaf-
ter termed “video-drop” camera), and 
to study fish behavior in midwater 
trawls using a trawl-mounted pair of 
still-frame stereo cameras (hereafter, 
termed “still-frame” camera). Stereo 
cameras have been successfully used 
to measure fish in controlled aquacul-
ture settings (Ruff et al., 1995; Har-
vey et al., 2003) and in open water 
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(i.e., van Rooij and Videler, 1996; Shortis et al., 2009). 
The recent development of high-resolution digital cam-
eras has vastly improved the performance and reduced 
the complexity of image-based sampling because high-
quality digital images can be directly analyzed with 
image-processing software. In general, stereo methods 
provide highly precise measurements in comparison to 
single-camera–based photogrammetric methods (Har-
vey et al., 2002). However, these systems necessitate 
maintaining a stable two-camera geometry and must be 
initially calibrated with targets of known sizes. Despite 
these constraints, stereo photography is widely used in 
optical-based sampling in a variety of marine studies. 


We demonstrate the precision of stereo-camera–based 
measurements, attainable from initial deployments in 
the field, in comparison with traditional survey mea-
surements. The results show that stereo-based optical 
sampling is a viable method for augmenting bottom-
trawl data for abundance estimations; the stereo cam-
eras allow scientists to survey sampling areas that are 
unavailable to standard survey trawl gear. In addition, 
stereo cameras can be used to observe and quantify 
the behavior of fish in the process of being captured by 
trawl gear to further improve estimates of abundance 


Table 1
Design, manufacturer, and cost (approximate estimates in U.S. dollars) for drop stereo-video camera and still-frame stereo-
camera systems used for surveying untrawlable habitat and studying fish behavior in midwater research trawls. Both sys-
tems were used in the field in July 2008 and July 2007, respectively. HID=high-intensity discharge; LED=light-emitting diode; 
UHMW = ultra high molecular weight plastic.


System Component Design Manufacturer Cost


Drop stereo- HID light HID Xenon lights, 12 V, 50 W Underwater Lights USA $814
 video  Video line driver Balanced line driver and transceiver Nitek $133
 camera Conducting cable 4 conductor wire, 4.72 mm diameter Rochester Cable $1601
 Sled frame Aluminum channel and tubing Local manufacture $2000
 Winch and slip ring CSW-6 electronic win A.G.O. Environmental $11,268
 Underwater housings  5ʺ diameter  Local manufacture $729 
  cameras 
 Underwater housings  — Local manufacture $729 
  lights 
 LED sync — Ramsey Electronics $24
 Underwater cable and  — Teledyne Impulse $614 
  connections  
 Batteries 4 × 12 V 4 Ah NiMH  Energy sales $396
   Total video system cost $18,308


Still-frame  Strobe Oceanic 3000  Oceanic $990
 stereo  Cameras Canon Digital Rebel Xt (8Mp)  Canon USA $1100
 camera Lenses Canon EF 28 mm f/2.8 Canon USA $450
 Microcontroller &  — Local manufacture $150 
  circuitry 
 Underwater housings  10ʺ floats, 1.5ʺ acrylic flat viewports Local manufacture $1400 
  and viewports 
 Mounting frame UHMW plastic and aluminium stock Local manufacture $350
 Underwater connections — Teledyne Impulse $650
 Batteries 3 × 12 V 4 Ah NiMH  Energy sales $297
   Total still-frame system cost $5387
 Software Matlab V 7.6 Mathworks


because they allow scientists to determine the potential 
biases in trawl-based catch data. 


Materials and methods


Sampling untrawlable areas with the  
video-drop camera system


The design of the video-drop system was based on two 
key needs. Because rockfish are found in areas of high 
relief, the camera needed to have adequate protection 
for their electronic components and have the ability to 
maintain visual contact with the bottom through rough 
substrate areas. Therefore, essential to sampling with 
this camera system was the ability to live-view the video 
and the use of a quick-responding winch system that 
could be controlled by the operator aboard the research 
vessel. The specifications of the camera components are 
presented in Table 1.


The winch used to deploy and retrieve the camera 
system and navigate the seafloor was a CSW-6 multi-
purpose win (A.G.O. Environmental, Nanaimo, BC, 
Canada; Fig. 1A). The winch motor was a 3/4 horse-
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Figure 1
Drop stereo-video camera system showing (A) the quick-responding winch, and (B) the locations of 
cameras and lights in the aluminum frame. (C) The still-frame camera system, which is deployed 
in a midwater trawl. (D) The camera housings (shown) were constructed from deep-water trawl 
f loats which provided buoyancy and reduced the weight of the cameras.


power Leeson wet-duty motor powered by 100 V AC. 
The winch speed ranged from 43 m/min (with a bare 
drum) to approximately 58 m/min (with a full drum). 
The approximate square-in area of the winch was 48 
in2 (0.031 m2) and its weight was 155 lb (70.3 kg). 
The drum was 16 in (40.6 cm) in circumference and 
was filled with 1312 ft (400 m) of 3/16-in (4.72-mm) 
conducting wire. The wire had a breaking strength of 
3300 lb (1497 kg) and was connected to the camera sled 
with a cable-grip. The video feed from the cameras was 
passed up a cable and through a four-conductor slip 
ring mounted on the winch and routed into a junction 
box where it was connected to a monitor for real-time 
viewing. 


The protective cage around the camera and lights was 
constructed of 1.5-in (3.81-cm) aluminum tubing, and 
the interior members of the frame were composed of 6-
in (15.24-cm) aluminum channel (Fig. 1B). A tail chain 
was attached to the rear of the ventral surface of the 
cage to drag along the seafloor to help keep the camera 
unit in contact with the seafloor and oriented forward 
during deployment. The tail chain was connected to the 


cage by a short piece of twine to act as a “weak link” in 
case the tail chain snagged on the seafloor.


The underwater video was recorded by two identical 
Sony TR-900 camcorders (Sony Electronics Inc., San 
Diego, CA) located inside the camera housings. The 
cameras were capable of collecting 720 p progressive 
scan video images at a resolution of 720 × 480 pixels. 
The video was recorded to digital video tapes for a 
maximum of one hour per tape. Because the cable was 
too long (400 m) to transmit a standard video signal, it 
was transformed by using a video balun (in the camera 
housing) and a receiver (at the winch) to reconvert the 
video signal back to a viewable picture of the seafloor 
to use for real-time navigation. Cameras were placed 
in separate housings constructed of titanium tubing 
and that had a glass dome port (pressure-rated to 
3000 m depth) covering the lens. The lens of each 
camera was keyed to its port to prevent the camera 
from being inserted into the housing in a position 
other than the exact keyed position and stabilized the 
relative position of the cameras from deployment to 
deployment—an important consideration for accurate 
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measurement of targets (Shortis et al., 2000). The 
housings were mounted side by side on the aluminum 
frame (Fig. 1B).


Illumination was provided by two lights mounted 
above the camera housings inside the aluminum frame 
(Fig. 1B). The lights were 50-watt high-intensity dis-
charge (HID) Xenon lights with 5300 lumen output 
and 3900 Kelvin color temperature. The lights were 
inserted into 3-in (7.62-cm) diameter titanium hous-
ings and the entire light weighed 5 lb (2.27 kg). The 
lights were powered by a battery located in the camera 
housing and linked to the light housing by underwater 
connectors. Four rechargeable 4 Ah 12 V nickel-metal 
hydride batteries were connected in parallel to provide 
approximately 1.5 hour of light per deployment. Each 
light housing was mounted on an adjustable mount that 
allowed even illumination of the target.


Observing fish behavior in a trawl  
with the still-frame system


The still-frame system was designed to be light and 
small enough to be easily attached to the inside of a 
survey trawl without significantly changing the fishing 
activity of the net. The system also needed to provide 
adequate illumination and resolution in order to allow 
the fish inside the net to be observed at a range of up 
to 6 m as they passed though a midwater survey trawl 
40 m ahead of the codend. A pair of Canon Rebel Xt 
8 megapixel digital single-lens reflex cameras (Canon 
USA, Lake Success, NY) were used to capture fish 
images. Both cameras were outfitted with 4-gigabyte 
compact flash memory cards for storage of the images. 
A high-power wide-angle Xenon strobe (90°, 150 W/s) 
was used to illuminate the field of view. Three 4-Ah 12 
V batteries were mounted in the strobe housing; two 
were connected to the strobes and the third was used 
to power the cameras. 


The cameras were mounted in separate housings 
made from 10-in (25-cm) diameter deep-water–rated 
(1800 m) trawl floats. Images were taken though a 25-
mm thick flat acrylic viewport. The strobe and batteries 
were mounted in a third float housing (Fig. 1C). All 
three float housings were secured on a sled constructed 
of 25-mm thick plastic plate and aluminum rails for 
protection. The approximate weight of the complete as-
sembly in air was 30 kg and was positively buoyant be-
cause of the float housings. Quick-release trigger snaps 
were attached to the ends of the plastic mounting board 
for attachment to the inside of the trawl. The cameras 
were aimed across the trawl, perpendicular to the wa-
ter flow to provide lateral views of fish passing by. The 
trigger on the camera shutter was controlled by using a 
microprocessor that was programmed for the study and 
that located in one of the camera housings. A two-axis 
tilt sensor was attached to the microprocessor board to 
allow measurements of fish tilt (deviation of snout-tail 
axis from the horizontal) and yaw (angle of fish head-
ing in the horizontal plane) to be adjusted from being 
relative to the camera platform to being in absolute 


orientation. A pressure switch was used to activate the 
system once the depth exceeded 20 meters. Images were 
taken at intervals of 5 s to reduce the influence of light 
on fish behavior and to ensure that a new group of fish 
was observed in each frame. The system was capable 
of taking about 400 images or operating for 33 min of 
trawl time per deployment.


Calibration of the two types of stereo cameras 


The same calibration procedure was used for both stereo-
camera systems. The basic procedure required collecting 
images of a target plate with a printed 10 × 10 square 
checkerboard pattern of known dimensions (50 × 50 cm 
squares for the video-drop system, 100 × 100 cm for the 
still-frame system). This calibration was performed 
underwater. The video-drop system cage was suspended 
in the water while the research vessel was secured to 
the dock. The approximate depth of the camera was 
1 m and the distance from the target was 2 m. The 
checkerboard target was lowered into the water along 
the vessel until it was plainly visible in both cameras. 
The target was then slowly moved horizontally and 
vertically through the field of view of both cameras. 
Up to 15 min of calibration video was collected by this 
method. For the still-frame system, an external trigger 
cable was attached to the assembly, and the system 
slowly moved about while capturing images of the fixed 
checkerboard plate. 


To calibrate the video-drop system, progressive scan 
video images were collected at 29.97 frames/s in each 
camera, and the beginning of the video feed from each 
camera was aligned by using a light-emitting diode 
(LED) synchronization light at the beginning of de-
ployment. This process was repeated at the end of the 
deployment to confirm that the video frames were still 
aligned. For the calibration procedure, still frame im-
ages were extracted from the aligned video at 1-s in-
tervals with Adobe Premier software (Adobe Systems, 
Inc., San Jose, CA). Synchronization was not necessary 
for the still-frame system because the cameras were 
triggered simultaneously. Approximately 20 paired im-
ages where the target checkerboard was visible in both 
cameras were randomly selected for the calibration of 
each camera system.


The calibration parameters were estimated with the 
camera calibration toolbox in Matlab, a freely available 
software analysis toolbox built with Matlab computing 
language (Mathworks, Inc.; Bouget, 2008; Fig. 2). For 
each image pair, the position of the corner points of the 
checkerboard pattern were identified by clicking on the 
images and the location of these points in the still im-
ages was computed by the calibration software to deter-
mine the intrinsic parameters of each camera. Intrinsic 
parameters were used to correct the individual images 
for optical distortion resulting from the camera lenses. 
The checkerboard pattern allowed the software to auto-
matically pinpoint exact corner locations based on the 
color contrast of the square boundaries, making the 
initial precision of the manual clicking less critical. 
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1 m


1 m


Figure 2
The checkerboard pattern used to calibrate and 
test the drop stereo-video camera and the still-
frame stereo-camera systems. Images used for 
calibration were processed by using the camera 
calibration toolbox written for Matlab. An image 
taken by the still-frame stereo-camera system 
is shown with the user-selected extreme corners 
shown as white circles and the automated extrac-
tion of all intermediate corners shown with white 
crosses. This procedure was repeated for up to 
20 different images with both systems.


Stereo calibration required that the checkerboard 
corners be identified in the same order in each of the 
synchronous image pairs to correctly match up the 
analogous corner points. These points, once corrected 
for optical distortion in individual cameras, were used 
to compute the epipolar geometry, by iteratively solving 
for the translation and rotation vectors that describe 
the relationship between the coordinate systems of the 
two cameras (Xu and Zhang, 1996). Once these matrices 
were estimated by the software, the three-dimensional 
position of a target point viewed in both cameras could 
be determined by triangulation. 


Fish measurements with the camera


Fish lengths were measured by using stereo triangu-
lation functions supplied with the camera calibration 
software package (Bouguet, 2008). For the video-drop 
system, images were extracted from the two video feeds 
at 1-s intervals. The images were synchronized at the 
beginning of each transect before deployment by using 
the LED synchronization light. The images were checked 
at the end of each transect to confirm that the cameras 
remained synchronized. 


Length measurements were obtained by identifying 
the pixel coordinates of corresponding pixel locations 


in the left and right camera still frames such as a 
fish snout and tail (Fig. 3). These points were used 
to solve for the three-dimensional coordinates of the 
points in the images by triangulation, by using the 
calibration-derived parameters. Once the three-di-
mensional coordinates of the fish snout and tail were 
obtained, the length was measured as the simple Eu-
clidian distance between the points in real space. This 
measurement method underestimated length for fish 
whose bodies were curved; however; fish in the video 
and still camera were almost exclusively seen with 
little or no curvature in their bodies and the few indi-
viduals that were obviously strongly curved were not 
measured. Length data were collected by using a basic 
software application built with the Matlab computing 
language (Fig. 4; available from the authors upon re-
quest), which incorporated the triangulation function 
supplied by the calibration toolbox. 


In addition to length measurements, the three-di-
mensional coordinates extracted from the still-frame 
images provided data on the position and orientation 
of walleye Pollock in relation to the trawl (Fig. 5). 
These data were used to determine distances of pollock 
targets to trawl components for position of fish and to 
calculate tilt and yaw for orientation of fish.


Data collections


Field testing of the video-drop system was conducted 
12–15 July 2008 at Zhemchug Ridges, located on 
the eastern Bering Sea shelf adjacent to Zhemchug 
Canyon where a sizable rockfish population is pres-
ent in untrawlable and isolated rocky ridge area (Fig. 
6; Rooper et al., in press). The camera system was 
deployed off the side of the vessel FV Vesteraalen by a 
winch suspended from a block attached to the vessel’s 
crane. The camera sled drifted with the prevailing 
current, while the camera winch operator kept the 
seafloor in view and avoided any obstacles using real-
time navigation. Stereo video was collected over 11 
transects, each ranging in length from 3.5 to 49.5 min 
and covering distances of 95 m to 1673 m. Observa-
tions of trawl movements with the still-frame system 
were made during acoustic surveys of pollock in the 
eastern Bering Sea in June and July 2007 onboard the 
RV Oscar Dyson (Fig. 6). 


Testing of the calibrations for the two camera systems


To test the video calibration five random still images was 
selected from the video-drop system of the checkerboard 
taken at the beginning and end of the study. Three 
intervals of 10 cm, 20 cm and 30 cm each were measured 
three times from the top to the bottom of the checker-
board (n=3 for each interval) and averaged within each 
frame. The average from each frame multiplied by the 
interval combination was then tested in an analysis of 
variance to determine whether there were significant 
differences between measurements from the first and 
second measurement set. 
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Results


Calibration


The estimates of distance of the fish to the trawl deter-
mined with the second calibration of the drop-video 
system were significantly larger and more variable 
than those from the first measurement set across all 
three intervals (Fig. 7). Differences between the mean 
measurements and known values in the second set 
ranged from 6.6% to 8.2%. However, the 95% confidence 
intervals for both sets included the actual values for 
the intervals in all cases, and the coefficients of varia-
tion for the measurements ranged to 5.5% of the mean 
value, indicating that the length measurements were 
reasonably precise. A similar procedure was also per-
formed with the still-frame system, but only a single 
set of validation measurements was made before the 
start of field operations. The results of this set closely 
matched that of the first set made with the video cam-
eras (Fig. 7). 


Fish lengths determined with the video-drop system


The adult rockfish observed in the video were northern 
rockfish (96.94%), unidentified adult rockfish (Sebastes 
spp., 0.98%), adult Pacific ocean perch (0.49%), and 
dusky rockfish (S. ciliatus,1.60%), whereas most of the 
juveniles that were identified to species were Pacific 


ocean perch (Rooper et al. in press). Some of the juve-
nile rockfishes observed in the video were too small to 
identify to species. Individuals of each species group 
were randomly chosen to be measured in proportion with 
their abundance. Up to 200 randomly selected individual 
rockfish were measured in each transect, resulting in 
a total of 1489 length measurements. Rockfish were 
measured by using fork length only if both the tip of 
their snout and the end of the tail were plainly visible 
in both still images. If the randomly chosen rockfish 
could not be measured, the next available rockfish of the 
same species group that was deemed measureable was 
chosen. In a few cases, where the occurrence of a spe-
cies group was very small (<5 individuals in a transect), 
none were measured. 


A random sample of 20 rockfish that were observed in 
successive still frames of both video cameras was used 
to determine measurement precision and to estimate 
distance of the fish from the camera. These fish were 
measured in up to four consecutive frames and their 
estimated length were compared by using linear regres-
sion (Fig. 8). The percent difference between successive 
length measurements was not significantly related to 
the average fish length (P=0.28); in other words, there 
was no length-related bias in the measurements. The 
length data were also tested for a relationship with dis-
tance from the camera by using linear regression. There 
was no bias in the measurements of fish for distance 
from the camera (P=0.29). The standard deviation of 


fish length = distance ([Xh, Yh, Zh], [Xt, Yt, Zt])


[Xt, Yt, Zt]
[Xh, Yh, Zh]
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X Figure 3
Method for determining fish length measurements by using stereo images. The three-dimen-
sional coordinates of the fish head and tail (Xh,Yh,Zh; Xt,Yt,Zt) were determined by stereo-
triangulation and by using the image-based coordinates from the image pairs (i.e., LXh,LYh; 
RXh,RYh). Fish length was estimated as the Euclidian distance between the three-dimensional 
points of the head and tail. 
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the percent difference in multiple measurements of the 
same fish was 0.076. 


Analysis of still-frame stereo images


Ten deployments were made with the still-frame system, 
and ~200 fish were measured per deployment. Catches 
consisted almost exclusively of walleye pollock (>99%). A 
comparison between the length frequencies derived from 
the stereo analysis (n=360) and physical measurements 
of fish captured in the codend (n=1260, Fig. 9) showed 
that optical sampling approximates the length-frequency 
distribution of fish caught, despite the smaller sample 
size for optical sampling. 


In addition to length measurements, the stereo analy-
sis provided data on walleye pollock orientation and 
their relative position within the trawl. Quantitative 
descriptions of the distribution of tilt and yaw angles 
were easily calculated by using the same points in im-
ages (head and tail) derived for fish lengths (Fig. 10). 
To calculate the position of fish within the trawl addi-
tional corresponding points along the trawl panel were 
identified and their three-dimensional coordinates were 
determined by the triangulation process outlined above 
(Fig. 5). 


Discussion


The potential of stereo cameras for measuring marine 
organisms has been shown in many studies (i.e., Shortis 
et al., 2000; Harvey et al., 2003), but here we present 
a description of the complete implementation of stereo 
cameras, including equipment costs (Table 1), image 
analysis process, and expected precision in data from 


these systems. The two stereo-camera systems described 
here were studied for their potential to provide infor-
mation to augment fisheries assessment surveys in 
Alaska. Specifically, the stereo-camera systems in our 
study provided species and length data for untrawlable 
regions located within bottom-trawl survey boundaries 
and provide a new method for studying the behavior 
of fish in a midwater trawl. Our main goal was to 
present field-tested methods to provide quantifiable 
image-based data for fisheries surveys and our results 
may help similar research with stereo-camera–based 
sampling systems. 


The video-drop system was useful for estimating 
rockfish size and species composition in field tests in 
Alaska. Error rates for size were on the order of 8.2% 
or less, which equates to about 2.5 cm for a 30-cm fish. 
Compared with other studies with error rates of ~0.1% 
to 0.7% in stereo-video systems (Harvey et al., 2002; 
Harvey et al., 2003; Shortis et al., 2009), the measure-
ment error rate in our study was high. This rate repre-
sents systematic error most likely caused by the need 
to remove cameras from the housing after each deploy-
ment because a slight misalignment of the cameras 
in relation to the position at calibration would reduce 
the precision of the measurements. Ruff et al. (1995) 
report an achievable level of precision in measuring 
fish of 3.5%, based on repeat measurements of indi-
viduals, which is also better than the 5.9% observed 
in our study. The error rates also compare well to the 
rates of 1–5% for measuring rigid items with parallel 
lasers (Rochet et al., 2006). However, only fish on or 
near which the parallel laser beams are projected can 
be measured. This restriction limits the measurement 
sample size. In contrast, any fish simultaneously viewed 
by both cameras in a stereo-camera system can be mea-
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Figure 6
Map of study areas in the eastern Bering Sea showing the location of field 
tests of the drop stereo video cameras for sampling untrawlable areas (black 
square) in July 2008 and for sampling fish behavior in a trawl (circles) with 
a still-frame stereo camera in July 2007.
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Figure 5
Images of walleye pollock (Theragra chalcogramma) from a still-frame stereo camera in a midwater trawl and a 3-D 
reconstruction of fish in relation to the trawl net. (A) Fish lengths were measured by enlarging the image of a fish 
and indicating the position of the snout and tail (shown as U) in both right and left raw images (only the left image is 
shown above). (B) The chosen fish endpoints are overlaid on the image as lines. In addition to estimates of fish length, 
stereo-processing allows the position of fish in relation to the trawl to be estimated. Additional points in the images can 
be determined by finding corresponding left-right image pixel coordinates (B, shown as crosses). (C) Following stereo-
triangulation, a three-dimensional plot shows the fish targets as arrows and trawl mesh knots as dots.


sured, and thus the number of 
fish that can be measured is 
larger from the same length 
transect. Improvements in the 
quality of the still-frame im-
ages and in the collection of 
calibration data from a target 
at the beginning of each tran-
sect may allow more precise 
measurements to be taken 
in future studies. Given our 
inability with other survey 
gears to determine fish size 
and species composition in un-
trawlable habitats, the use of 
stereo cameras holds promise 
for stock assessments of rock-
fish and other species. Stereo-
camera-based sampling could 
also be used broadly wher-
ever gears other than bottom 
trawls are needed to obtain 
species- or size-composition 
information. 


Lengths of rockfish derived 
from the video-drop system 
were generally comparable to 
trawl catch-based size distri-
butions for the species exam-
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Figure 9
Comparison between length frequencies of walleye pollock (Theragra chal-
cogramma) estimated from (A) the images from a still-frame stereo camera 
(n=360) within a midwater trawl, and length frequencies obtained from (B) 
fish captured in the codend and directly measured (n=1260). The smaller 
camera-based sample results are similar to the direct measurements in 
their overall size distribution, but there was less definition for larger fish  
(>20 cm). Data were pooled from three trawl samples taken in the eastern 
Bering Sea in July 2007. 
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Figure 8
Frequency of percent differences from multiple length 
measurements of n=20 rockfish and the mean length 
of the fish. Individual fish were measured multiple 
times from a series of images extracted from video 
taken by a drop stereo-video camera. Measurements 
from each image were then compared to the mean 
measurement for that individual to estimate poten-
tial measurement error. Rockfish observations were 
collected at Zhemchug Ridges, eastern Bering Sea 
in July 2008. 
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Figure 7
Results of measuring known distances on the check-
erboard (see Fig. 2) during the first and second cali-
brations of the drop stereo video-camera system and a 
still-frame stereo-camera system used for estimating 
fish length and studying behavior. Calibration is a 
necessary step in the use of stereo cameras to allow 
measurements to be made from images. Values repre-
sent the percent deviation in measurements in relation 
to known values, including 95% confidence intervals 
based on five measurements.


ined. Northern rockfish lengths 
from stereo-video images taken 
along transects at Zhemchug Ridg-
es ranged from 9 to 41 cm (mean 
length= 30.0 cm). In three bot-
tom-trawl surveys near the Aleu-
tian Islands, Clausen and Heifetz 
(2002) found that the mean size 
of northern rockfish was 29.9 cm 
and ranged from 15 to 38 cm. Ju-
venile Pacific ocean perch lengths 
(2.6 cm to 25.0 cm) were similar 
but ranged to smaller sizes than 
those found for the Aleutian Is-
lands (8.3cm to 24.9 cm; Boldt and 
Rooper, 2009). Lengths of juvenile 
Pacific ocean perch obtained from 
stereo video were also similar to 
those in three experimental tows 
in the Zhemchug Ridges area in 
2004 and 2007 (juveniles ranged 
from 10 cm to 25 cm). However, 
these lengths were measured 
from fish captured during bottom 
trawl hauls, where the incidence 
of smaller fish may have been due 
to reduced catchability of smaller 
individuals. Although these ob-
servations are not meant to serve 
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Figure 10
Orientiation of walleye pollock (Theragra chalcogramma) within a midwater 
trawl. A still-frame stereo camera was used to determine (A) the distribution 
of individual fish tilt angle (deviation of snout-tail axis from the horizontal), 
and (B) the yaw (angle of fish heading in the horizontal plane). Most fish 
were oriented horizontally and facing toward the trawl opening. Image data 
were collected in the eastern Bering Sea in July 2007 as part of a study of 
fish behavior within the trawl. 


as a quantitative comparison of 
trawl- and stereo-camera–derived 
size estimates, they demonstrate 
the similarities in information 
supplied by the two methods and 
the potential for stereo cameras to 
overcome some problems with the 
catchability of juvenile fish. 


The stereo camera was very use-
ful for studying behavior of pollock 
in the trawl. The data show the 
possibility of performing a length-
based analysis of behavior which 
will directly contribute to studies 
of gear selectivity and future de-
signs of scientific trawl gear. Al-
though a postsurvey calibration 
was not performed with the still-
frame system, the cameras were 
securely fastened in the housings 
and were not removed during the 
entire data collection, thus main-
taining intercamera spacing and 
angles. The agreement between 
the catch-based length measure-
ments and the stereo-der ived 
lengths provides direct validation 
of the stereo-derived measurements. The low sampling 
frequency of 1 frame per 5 s ensured minimal influ-
ence of the artificial lighting from the cameras on 
behavior because the fish photographed had not been 
previously exposed to the light source. 


Recent development of high-resolution digital im-
aging devices and an increased access to custom de-
signed, freely available software tools have made ste-
reo-camera methods easy to implement by research 
groups without direct expertise in the subject. The 
camera calibration toolbox (Bouguet, 2008) provided 
the basis for software development. Although the cur-
rent analysis approach is still fairly time intensive, 
the volumes of data analyzed were not very large. In a 
routine application of stereo-video cameras in untraw-
lable areas, additional levels of automated processing 
would likely be required because the quantity of video 
footage would substantial. For some aspects of the 
analysis, such as the matching of targets on the stereo 
cameras and the extraction of fish lengths, automation 
may be attainable, whereas automating more difficult 
tasks of isolating and identifying fish targets may not 
be feasible. 


Stereo photography will continue to be developed as 
survey tools are developed for monitoring fish stocks 
and thereby improving the quality of stock assessments 
of fishery resources in Alaska. Some challenges remain; 
for instance, the challenge of institutionalizing image-
based sampling as a routine survey method for untraw-
lable habitats. As a method of studying fish behavior 
in trawls, stereo cameras provide promising results by 
allowing three-dimensional reconstructions of the trawl 
environment. 
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Midwater trawls are commonly used during acoustic surveys of fish abundance to determine species and length compositions of
acoustically sampled fish aggregations. As trawls are selective samplers, catches can be unrepresentative of sampled populations
and lead to biased abundance estimates. Length-dependent retention of walleye pollock was estimated using small recapture nets,
so-called pocket nets, attached to the outside of the trawl. Experimental haul sets comprising eight hauls each were conducted in
the Gulf of Alaska in 2007 and 2008 and in the eastern Bering Sea (EBS) in 2007. Pocket-net catches were then modelled by
fitting parameters for selectivity and escapement location along the trawl. Within- and between-haul variability was jointly estimated
using hierarchical Bayesian methods. There was significant undersampling of juvenile (,25 cm) pollock, with the length-at-50%-reten-
tion (L50) estimated between 13.5 and 26.1 cm among haul sets. In the EBS set, L50 values were correlated with light level, escapement
being greater at night. Trawl selectivity may be a significant source of error in acoustic-survey estimates of the abundance of pollock.


Keywords: acoustic surveys, trawl selectivity, walleye pollock.


Introduction
Walleye pollock (Theragra chalcogramma; pollock hereafter) stocks
in waters off Alaska sustain the world’s second-largest, single-
species fishery by catch weight (FAO, 2009). Management of the
fishery depends on regular fishery-independent acoustic surveys
to estimate age-specific abundance (Karp and Walters, 1994).
During these surveys, midwater trawls are used to identify the
species and length compositions of the fish aggregations detected
acoustically. Catch data are then used to scale measurements of
acoustic backscatter into abundance (Honkalehto et al., 2009).


It is assumed that catch compositions in trawls accurately rep-
resent the source of the backscattering measured by a vessel’s
acoustic instrumentation. However, all trawl gears are size selective
to some degree (Wileman et al., 1996), so smaller individuals are
typically not represented proportionally. This bias may become
significant in situations where the insonified population contains
a range of sizes. Pollock trawl catches commonly contain a
broad range of fish lengths (9–70 cm), so trawl-gear selectivity is
potentially an important source of error in survey abundance
estimates.


Trawl selectivity has different functions in commercial and
research settings. For commercial fishing operations, it is desirable
to minimize bycatch (non-targeted species or undersized target
fish) by designing gear that is selective for market-sized individuals
of the target species (MacLennan, 1992). Research on trawl selec-
tivity of commercial gear has focused on estimating the escape-
ment of unwanted fish from codends. In contrast, trawls used
for stock assessment aim to minimize selectivity to ensure


representative sampling of fish populations (Dremiere et al.,
1999). Establishing the selectivity of research trawl gear requires
estimates of escapement from the entire trawl gear, i.e. the trawl
body and the codend. Codend escapement can be measured
directly by recapturing all the escaping fish in a codend cover
(Wileman et al., 1996). Estimating trawl-body escapement poses
technical challenges, especially for midwater trawls where the
surface area of the trawl is very large. For example, a bottom
trawl used in the Alaskan trawl surveys has a surface area of
�550 m2 compared with the �6500 m2 area of a midwater trawl.


The escapement of pollock from a midwater trawl was investi-
gated by attaching small recapture bags on the outside of the trawl
surface. Previous experiments with such so-called pocket nets have
shown that the fish caught in them are smaller than those caught in
the codend (Nakashima, 1990; Suuronen et al., 1997). To estimate
the total escapement from the trawl body, pocket-net catches have
to be expanded to represent the entire trawl surface (Polet, 2000).
Extrapolation of pocket-net catches does not explicitly incorporate
error from the random effects of sampling a small portion of the
trawl area. Owing to concerns regarding the potential errors in
scaling, Dremiere et al. (1999) used a more conservative approach
by not expanding recapture net catches to the entire trawl surface,
but rather to partitions of the trawl for which the recapture net
could be considered as representative, so underestimating total
escapement. In this study, trawl selectivity was estimated using a
modelling approach to incorporate additional uncertainty stem-
ming from the partial sampling of escapement. The model used
a hierarchical Bayesian approach (HBA) to incorporate additional
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uncertainty in selectivity resulting from haul-to-haul variability in
selectivity.


We also introduce a new analytical approach for estimating
selectivity and apply this methodology to evaluating the pollock
acoustic-survey trawl gear. Our aim was to outline not only the
methodological developments for research groups using similar
trawl gear in a scientific setting, but also to provide insight on
potential trawl-based error specific to the pollock-management
process.


Material and methods
Characteristics of midwater trawls
Pollock acoustic surveys conducted by the Alaskan Fisheries
Science Center of the National Marine Fisheries Service use a four-
seam Aleutian wing trawl (AWT) with a headrope of �90 m, a
smaller version of the commercial trawl commonly used in the
commercial fishery for pollock. The AWT has an opening of
�25 m in the vertical and 35 m in the horizontal while fishing.
The trawl diameter at the codend is �1.5 m. Trawl length is
�140 m from the aft-most point of the headrope to the end of
the codend. The mesh sizes of the trawl range from 3.25 m
(stretch measurement) at the opening to 100 mm in front of the
codend. Meshes .100 mm are constructed of white nylon
twine, and the final section of 100 mm meshes forward of the
codend is constructed of orange polyethylene twine. The codend
in the research trawl is constructed of 100 mm mesh constructed
of twine of 4 mm thickness and double-bar polyethylene, and it
contains a 12-mm nylon mesh liner for the full length of the
codend. With the liner in place, the codend is assumed to retain
most pollock .8 cm long.


Fishing operations
Catch and related observations were collected from three sets of
eight hauls, each taken within a 24–36-h period during the stan-
dard stock-assessment surveys. Two sets were taken in Shelikof
Strait and in the Gulf of Alaska (GOA) by the NOAA ship
“Miller Freeman” in March 2007 (GOA07) and the NOAA ship
“Oscar Dyson” in March 2008 (GOA08). A third set was collected
in the eastern Bering Sea (EBS) by the “Oscar Dyson” in July 2007
(EBS07; Figure 1). A technical comparison of these vessels can be
found in De Robertis and Wilson (2010). Locations for each set
were selected to sample a wide range of pollock lengths.
Acoustic netsondes attached at the headrope were used to
confirm the effective opening of the trawl while fishing. All sets
were sampled using the same net with a target trawling speed of
3.5 knots. For each trawl, a Seabird SBE-39 depth and temperature
logger and a Wildlife Computers MK-9 light-level logger were
attached to the trawl headrope. Measurements from the logger
were converted to light intensity (mE m– 2 s– 1) using the cali-
bration equation from Kotwicki et al. (2009).


For each haul, 12 pocket nets were attached to the outside
trawl-mesh surface during deployment and removed after retrie-
val. A stratified random design was used to determine attachment
locations for the pocket nets to control for placement effect. The
trawl was subdivided from trawl wings to codend into four
parts, referred to as the forward, middle 1, middle 2, and aft sec-
tions (Figure 2). Each section was further subdivided into a
bottom, top, port, and starboard panels. Within each trawl par-
tition, defined by a section and panel (e.g. forward bottom), 9–
14 locations were uniformly distributed and marked for the


attachment of pocket nets. Pocket-net placement was determined
by randomly choosing an attachment point on a trawl partition. A
single pocket net was attached to the top, bottom, and one of the
side panels, resulting in three nets being placed in each section.
They were attached to the trawl along trawl-netting bars,
forming a diamond-shaped opening. Two sizes of pocket net
were used, nine with an opening of �2.88 m2 were placed on
the back three sections, and three with an opening of �5.12 m2


were used on the larger meshes of the forward section
(Figure 2). Pocket nets were constructed of �19 mm stretch-mesh
monofilament netting and were �5 m long.


The primary concern in the design of the pocket nets was to
reduce potential methodological biases in sampling the escaping
fish. Monofilament netting was chosen because of its low visibility
and lesser drag, resulting in reduced obstruction of flow over the
covered meshes. Preceding the experimental trails in the GOA
2006 survey, pocket nets were attached to the trawl and observed
in situ using a Dual-Frequency Identification Sonar (DIDSON,


Figure 1. The locations of the selectivity trials. The two GOA
experimental sets were conducted during the Shelikof Strait acoustic
pollock spawning survey during March, and the EBS set during the
EBS pollock summer survey during July.


Figure 2. The experimental design used in the selectivity trials. The
figure represents one of four trawl panels (top, bottom, port, and
starboard sides). A single pocket net was attached to one position
selected randomly on each section. The sampling fraction is the ratio
of the number of meshes covered by the pocket net to the total
number of meshes in each section/panel.
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Sound Metrics Inc.). Analysis of the DIDSON data revealed that
the pocket nets did not adversely affect fish movements relative
to the surrounding uncovered meshes. Fish were observed entering
the pocket nets and did not actively avoid the attachment location
within the trawl.


Codend catch and the contents of each pocket net were ident-
ified to species and weighed. Some 300 pollock were measured to
the nearest centimetre from a sample taken from the codend catch.
All fish caught in the pocket nets were identified to species and
measured, except for those from a single large catch, for which a
random sample of 50 pollock was measured and scaled up to
the entire catch using the weight fraction of the sample.


Pocket-net model
Midwater-trawl selectivity was estimated by modelling the pocket
net and codend catches. A fish of length i entering the mouth of
the net has a length-dependent probability Si of being retained
in the codend, modelled as a logistic selection curve parametrized
in terms of the length-at-50%-retention (L50) and the selection
range (SR; length in cm between 25 and 75% retention):


Si = (1 + e(k(L50−i)/SR))−1, (1)


where k ¼ 2 log(3) (Millar, 1993). The complementary probability
of escapement from the trawl before the codend is 1 2 Si. Escaping
fish could exit the trawl out of any of the four sections, expressed as
a multinomial probability variable Pj, where j indicates the section.
A fish exiting a given section j can escape out of the top, side, or
bottom panels of a section, resulting in an additional multinomial
probability conditional of leaving section j, Rj,k, where k is the
panel conditional on Pj. The total probability of a fish of length
i being caught in the pocket net in section j and panel k is


Hi,j,k = (1 − Si)PjR j,kQ j,k, (2)


where Qj,k is the sampling fraction for the pocket nets located in
section j and panel k, calculated as the ratio of the number of
meshes covered by the pocket net to the total number of meshes
in that trawl partition.


The escapement-location parameters P and R were
multinomial-logit-transformed for computational ease:


Pj =
epj


1 + ep1 + ep2 + ep3
for j = 1 to 3


1 − (P1 + P2 + P3) for j = 4


⎧⎨
⎩ , (3)


R j,k =
er j,k


1 + er j,1 + er j,2
for k = 1, 2


(1 − [R j,1 + R j,2])0.5 for k = 3


⎧⎨
⎩ . (4)


The estimated proportion of fish exiting from the side, Rj,3, is mul-
tiplied by 0.5 because the pocket net was placed on one of the two
side panels of the net. The probability of being captured in the
codend and measured is


hi = SiU, (5)


where U is the subsample fraction (sample weight/total catch
weight) of the codend catch. Although length data from catch
samples are often extrapolated to the entire catch via the sampling
fraction, use of unscaled measurement results is a more appropri-
ate representation of the overall uncertainty in the model (Millar,


1994). For notational convenience, H and h are combined into a
single matrix Fi,m with columns m ¼ 1 to 12 for each pocket net
and column 13 for the codend-retention probability for fish of
length i.


Catches of fish by length, conditional on pocket-net
location, were assumed to be Poisson distributed, because this
distribution has been used routinely to model length-dependent
fish escapement in selectivity studies (Millar, 1992) and is
appropriate for discrete count data. The likelihood function for
a single haul is:


L(x|u,m) =
∏


i


∏
m


(miFi,m)xi,m e−miFi,m


xi,m!
, (6)


where u is the individual haul parameter vector u ¼ {L50, SR, p, r},
xi,m the number of fish of length i measured in each pocket (m ¼ 1
to 12) and the codend (m ¼ 13), and mi the number of fish of
length i entering the mouth of the trawl. This variable constitutes
a “nuisance” parameter, not being of direct interest, when estimat-
ing selectivity, and was handled by marginalization, assuming
uniform priors for the mi (Appendix A). The negative logarithm
of the resulting integral is


− log L
_(x|u)


/
∑


i


∑
m


[−xi,m log{Fi,m}] + log
∑


m


Fi,m


[ ] ∑
m


xi,m + 1


[ ]( )
.(7)


Between-haul variation
Variation between hauls in a set was modelled using the HBA in
which individual haul parameters and additional parameters
describing the entire set are estimated simultaneously.
Hierarchical Bayesian models specify prior distributions from
which parameters for individual sampling units are drawn.
Priors were applied to hauls within each set. Between-set variation
was not modelled; each set was analysed separately. Priors assigned
to haul-specific parameters include


(i) L50 ˜ N(mL50
, tL50


)


(ii) SR ˜ N(mSR, tSR),


(iii) P ˜ Dirichlet(D), and


(iv) R ˜ Dirichlet(G).


L50 and SR were assumed to be normally distributed, based on
independent haul analyses where samples of posterior parameter
distributions approximated a normal distribution. Codend selec-
tivity methods for estimating between-haul variation commonly
assume normality for selectivity parameters (Fryer, 1991;
Wileman et al., 1996). Variables D and G represent the Dirichlet
distribution parameters that describe escapement proportions in
sections (D) and among panels within each section j (Gj) across
all hauls in a set. One prior was applied to escapement among sec-
tions P, and four priors for escapement among panels in each
section, i.e. G1,1, is the Dirichlet distribution parameter associated
with the proportion of fish escaping out of the top panel in the
forward section across all hauls in a set.
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Uniform hyperpriors were placed on the selectivity parameters
mL50


, tL50
, and mSR, and the Dirichlet-escapement-location par-


ameters D and G, and a weakly informative, scaled inverse-Chi dis-
tributed hyperprior was placed on prior tSR:


− log P(t
SR
|nt


SR
,st


SR
) =


nt
SR
s2
t


SR


2t
SR


+ 1 +
nt


SR


2


( )
log t


SR
. (8)


This hyperprior avoids degenerate solutions in which the
maximum posterior density estimate is zero for all variance par-
ameters. Values of the hyperpriors were set at ntSR


= 2 and
stSR


= 3. Alternative hyperprior values were explored, but they
did not appear to influence posterior selectivity parameter distri-
butions at values ntSR


. 1 and stSR
. 1.


The logarithm of the posterior distribution is proportional to


log P(f, u|data)


/
∑n


h=1


log L(datah|uh) + log P(u|f) + log P(f), (9)


where f is the parameter vector for the priors
f = {mL50


, tL50
mSR, tSR,D,G} and n the haul number within a


set. An overview of model components is given in Table 1.


Light effect
The HBA assumes that parameter estimates from individual hauls
have a common distribution (Gelman et al., 2003) and that indi-
vidual haul observations are exchangeable. Exchangeability implies
that the specific location or the order in which hauls were taken
does not affect the outcome. This assumption may be inappropri-
ate when factors contributing additional explanatory power to
between-haul variance are known. Substantially more fish were
caught in pocket nets during the four night-time tows in the
EBS07 set, indicating that hauls within the set may not be
exchangeable because of the possibility of a light-level effect on
selectivity. To account for the potential effect of light on selectivity,
an expanded model was fitted with an additional parameter to
allow L50 to depend on light intensity. Individual haul estimates
of L50 were expressed as a log-linear function:


L50n = Zn + l log(Ln), (10)


where Zn is the haul-specific intercept, l a slope parameter, and Ln


the light intensity (mE m– 2 s – 1) for each haul n. In the HBA struc-
ture, mL50


and tL50
were replaced by mZ and tZ. A uniform prior was


assumed for l. The base model (124 parameters; Table 1) was
compared with the expanded light-level model (125 parameters)
using the deviance information criterion (DIC; Appendix B) to
evaluate whether the inclusion of ambient light levels in the
model was appropriate.


Analysis
Posterior distributions for model parameters were estimated using
the MCMC (Markov chain Monte Carlo) algorithm implemented
in the package Automatic Differentiation Model Builder
(Fournier, 2001). For each haul set, 10 million cycles were
sampled, with every 2000th sample retained to reduce the autocor-
relation in the MCMC samples. The first 2500 parameter vectors
were then discarded as a burn-in period, allowing the MCMC
sampling algorithm to stabilize. Convergence of the MCMC Ta
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algorithm was checked by inspecting trace plots (the value of par-
ameter plotted against the ordered sample number) visually for
each parameter and the objective function value [Equation
(10)], by computing the Gelman–Rubin statistic from multiple
MCMC chains initiated from different starting parameter values
(Gelman and Rubin, 1992). The performance of the model was
also verified with simulated data of known selectivity.


Posterior predictive distributions for the selectivity parameters
L50 and SR were constructed by taking a random sample from a
normal distribution defined by the hyperparameters
mL50


, tL50
, mSR, and tSR. This process was repeated for all


MCMC posterior samples, yielding 2500 values for L50 and SR
for an “unknown haul” at each set location and year. For the
model including light level, predictive distributions for L50 were
additionally dependent on the light level. These were constructed
by repeating the procedure described above for Z in Equation (10),
then using the posterior sample of l to generate L50 values.
Predictive distributions were similarly constructed for the escape-
ment location along the trawl using the posterior distributions of
the Dirichlet distribution parameters to generate realizations of
escapement-location parameters.


Results
Haul collections
For inter-haul consistency, an attempt was made to keep the
fishing duration and gear depth as constant as possible
(Table 2). However, these had to be varied if fish density
dropped as observed on the ship’s echosounder or if fish aggrega-
tions changed depth. Fishing conditions were most constant
during set GOA07, with little change in fishing duration and
depth. Tow durations were longest and most variable in set
EBS07 as a result of variable fish density, typical of pollock aggre-
gations in the EBS. The GOA08 set varied both in duration and
fishing depth, because towing location and direction were
altered to avoid commercial-fishing traffic.


In set EBS07, light intensity at fishing depths ranged from
1.4 × 10 – 6 mE m– 2 s– 1 at night to 4.8 × 10 – 2 mE m– 2 s– 1 by
day. In contrast, average light intensity in the GOA sets was
lower than the night levels in the EBS (4.0 × 10 – 7 mE m– 2 s– 1)
and was less variable between hauls (CV ¼ 0.45) compared
with the EBS set (CV ¼ 1.28). Lower light in the GOA sets was
expected given the reduced sunlight in winter and the greater
fishing depths.


Pollock dominated the catch in set EBS07, contributing an
average of 98.9% by weight. In the GOA sets, catches averaged
57.7 and 67.5% pollock by weight in 2007 and 2008, respectively,
with an average 95% of the remaining catch made up of eulachon
(Thaleichthys pacificus), a 10–20-cm semi-pelagic smelt abundant
in Shelikof Strait.


Pocket-net catch
Catches of pollock in the pocket nets ranged from 0 to 283 fish.
The proportion of nets in each haul with no catch varied
between 25 and 92%. The species present in the pocket-net
catches were primarily pollock in the EBS (97.4% by weight),
but in the GOA, there was on average pf 81.3 and 60.9% eulachon
by weight in 2007 and 2008, respectively. The length frequency of
pollock caught in the pocket nets differed markedly from that in
the codend (Figure 3), being predominantly age 1 (9–18 cm)
and 2 (19–28 cm) fish; age classification was based on otolith
samples taken from earlier surveys. The mean lengths of pollock
caught in pocket nets and the codend were significantly different
(two-way ANOVA by haul, p , 0.001 across all sets). Substantial
numbers of pollock aged 2 were caught in pocket nets in set
GOA07, whereas the codend contained proportionally fewer fish
aged 1 than the other sets. Pollock were captured in all four sec-
tions of the trawl in the GOA sets. In contrast, in set EBS07,
there was no escapement from the two forward sections, and
just one pollock was caught in the third section. Mean pollock
lengths from the pocket nets placed on different sections of the
trawl in the GOA sets were not significantly different (Table 3),
despite large differences in mesh size among the trawl sections.


Modelling results
The fit of the model to the observed catches was explored by plot-
ting mean differences between predicted and actual catches in the
pocket net and codend (Figure 4). Model predictions were based
on samples from the posterior distributions for the parameters
(Appendix C). As expected, residual values were largest near the
modes of the length frequencies from the pocket-net catches
(Figure 3) and showed greater spread for codend catches as a con-
sequence of the larger number of fish caught. The model predic-
tions differed most from observations in the GOA07 catches of
fish aged two years. Mean residuals for that age class were negative
for pocket nets, implying that the model predicted more fish in the
nets than were observed. The reverse was observed in the model
fitted to the codend catch, with predicted numbers being fewer
than in the observed catch. Model fits for the other two haul
sets did not show strong length-dependent patterns, meaning
that the logistic selectivity functional form used in the model cap-
tured length-dependent behaviour reasonably well.


Selectivity parameters
Posterior predictive distributions for the selectivity parameters L50


and SR derived using the HBA represent the expectation of selec-
tivity for an “unknown” haul, combining within- and between-
haul uncertainty from the experimental sets. As between-set
variation was not included in the model, a comparison of set-level
estimates of selectivity is qualitative. The posterior distributions of
L50 varied between sets in both modal position and estimation


Table 2. Haul conditions and catches during three haul sets taken to estimate the midwater-trawl selectivity of walleye pollock in the
GOA and EBS.


Set
Gear depth


(m)
Haul duration


(min)
Gear temperature


(88888C)
Light level


(mE m – 2 s – 1)
Codend catch


range (numbers)
Combined pocket-net


catch range (numbers)


GOA07 262+ 4 9.7+ 0.7 2.5+ 0.2 (4.3+ 2.0) × 1027 1 605–3 728 12–88
EBS07 126+ 4 26.9+ 12.5 1.3+ 0 (1.6+ 2.1) × 1022 1 596–5 072 12–325
GOA08 235+ 12 18.9+ 7.8 4.5+ 0 (3.7+ 1.7) × 1027 1 639–7 929 4–133


Columns 2–5 show means and standard deviations of eight hauls taken in each set, and columns 6 and 7 show the catch ranges.
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uncertainty (Figure 5). The EBS set had the most uncertainty in
L50 and SR estimates resulting from the greater spread in the
modes of the marginal posterior distributions of selectivity par-
ameters for individual hauls. Less between-haul variation was
observed within the GOA sets, although the maximum a posteriori
estimates of L50 were different between the two sets (26.4 and
15.2 cm for 2007 and 2008, respectively). Posterior distributions
for SR were similar between the two GOA sets, with GOA07
being more variable. Individual haul marginal distributions of
L50 and SR show the effect of being “pulled” towards the global
mean, as seen by the skew in the distributions farthest from the
means of the predictive distributions.


Light effect
The inclusion of light as a covariate in the model for set EBS07
resulted in a lower value of DIC relative to the base model (D ¼
10 log-likelihood units), suggesting that light levels influenced
the rates of trawl escapement in that experimental set. Estimates
of L50 were lower for daytime hauls, indicating that smaller fish
were more likely to be retained when the netting was more
visible (Figure 6). Mean L50 estimates ranged from 10.8 to
20.7 cm between the highest and the lowest light intensities
encountered during the set.


Escapement distribution
Differences in the escapement rate between trawl partitions were
analysed using the posterior predictive distributions (Figure 7)
derived from hyperparameters D and G. Panel-escapement distri-
butions were weighted by section escapement and averaged, so that
panels in sections where there was little escapement did not influ-
ence directional trends disproportionately. The posterior predic-
tive distributions followed patterns in the catch data (Figure 3),
providing additional information on variability among hauls in


a set. Fish escaped mainly from the forward section in set
GOA07 (84.9% maximum a posteriori estimate), and primarily
out of the aft section in the other two sets (96.5% in EBS07 and
68.2% in GOA08). The EBS set was unique in that fish escaped
almost exclusively out of the aft section. Moderately narrow pos-
terior predictive distributions show that the patterns of escape-
ment by section were consistent among hauls within sets. Most
fish were lost though the bottom panels in the GOA sets, and
the direction of fish escapement was more variable in the EBS
set, evenly divided among the top, side, and bottom panels.


Selection curves
Selection curves from the posterior distributions for L50 and SR are
shown in Figure 8. Estimates of trawl selectivity were highly uncer-
tain. Uncertainty was greatest in set GOA07, where the posterior
predictive distribution for the retention probability of a fish
26 cm long was 0.03 (5th percentile) and 0.96 (95th percentile).


Figure 3. The length frequency of walleye pollock from the three experimental sets. Catches in the pocket nets in each section and in the
codend were pooled across eight hauls in each set.


Table 3. Two-way analysis of variance of the mean lengths of
walleye pollock caught in pocket nets placed in four different
sections of a midwater trawl, hauls collected in the GOA in 2007
and in 2008 being analysed separately.


Set Source
Sum of
squares d.f.


Mean
square F-value Prob>F


GOA07 Sections (4) 85.2 3 28.4 1.71 0.209
Hauls (8) 335.4 7 47.9 2.88 0.041
Error 249.8 15 16.7
Total 709.6 25


GOA08 Sections (4) 12.8 3 4.3 0.96 0.432
Hauls (8) 28.2 7 4.0 0.91 0.520
Error 84.1 19 4.4
Total 124.7 29
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Selectivity observed in EBS07 night catches represents an inter-
mediate level between the two GOA sets. Set GOA07 was distinct
from the other two sets in that full retention (.0.95%, median
curve) was not achieved until a length of 46 cm, compared with
36 cm in EBS07 night samples and 28 cm in GOA08 samples.


Discussion
Our results indicate substantial undersampling of juvenile
(,25 cm) pollock by the survey trawl used in pollock acoustic


surveys. Length-dependent escapement varied substantially
among the three sets, demonstrating that retention was
influenced by factors not directly related to the trawl-gear
design. Differences in selectivity between surveys (EBS and
GOA) were not unexpected because the environmental conditions
varied. Differences between the GOA sets were greater than the
differences among hauls within each set (Figure 5), showing that
selectivity can differ markedly from year to year within each
survey. Higher estimates of L50 in GOA07 corresponded to fewer


Figure 4. Model fits for pocket-net catches. Points represent mean residuals between the data and the model-predicted catches computed by
sampling the posterior distributions of the parameters. The lines represent the standard deviation of the residuals at each length averaged
across all hauls and pocket nets.


Figure 5. Posterior distributions of selectivity parameters. Three datasets were analysed separately (shown in plot rows). Posterior
distributions of L50 and SR for each individual haul in a set (n ¼ 8) are shown as thin lines, and the posterior predictive distribution of L50 that
incorporates within- and between-haul variation in each parameter as the heavy black line.
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fish aged 1 in the codend and a bigger catch of pollock aged 2 in
the pocket nets relative to GOA08, with most escapement out of
the front section of the trawl in GOA07 as opposed to the aft
section in GOA08. The lower numbers of pollock aged 1 in the
codend in set GOA07 likely indicate a lesser abundance of that


age class in the population in 2007, because the pocket-net
catches of pollock aged 1 were comparable in both years of the
GOA sets.


A closer look at the data suggests several potential causal mech-
anisms that could explain the differences observed in selectivity
between the GOA datasets. For example, pollock aged 2 were
larger (25.7 cm) in 2008 than in 2007 (22.2 cm), and they averaged
7.7% more in terms of mean weight per length. These differences
indicate that pollock aged 2 in 2008 had undergone more rapid
growth and may have been in better condition, which may have
positively affected their ability to be herded by the trawl. In
addition, a 28C higher gear-depth temperature was observed in
2008. Temperature impacts swimming ability in pollock
(Arimoto et al., 1991), with an estimated 80% increase in
maximum swimming speed of a fish 20 cm long with a tempera-
ture increase of 2–58C, comparable with the respective tempera-
ture levels recorded in the two GOA sets (Table 2). Arimoto
et al. (1991) suggested that changes in maximum swimming
speed could increase the ability of pollock to avoid entering a
trawl. Swimming ability could also influence selectivity once fish
enter a trawl. The results of this study show that higher tempera-
tures were correlated with greater retention of juveniles, suggesting
that faster swimming may increase retention in midwater trawls by
facilitating herding.


Differences in the two GOA sets could also potentially be attrib-
uted to a vessel effect, because different vessels were used. The two
vessels had standardized trawl rigging, used the same trawl, and
were operated under the standard survey protocols for trawl


Figure 6. Haul estimates of L50 plotted as a function of ambient light
levels. Points represent the median of the posterior distribution with
the 10th and 90th posterior intervals indicated by error bars. The
lines represent the mean and variance of the posterior predictive
distribution of L50 at the given light level.


Figure 7. Posterior distributions for the proportion of the total escapement of walleye pollock from different areas of the trawl. The results are
based on beta distribution fits to samples from the posterior distributions.
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deployment and trawling speed. The main difference between the
vessels was the level of underwater-radiated noise. Ambient noise
can impact fish behaviour (Popper, 2003), and vessel noise does
impact pollock behaviour in some situations (De Robertis and
Wilson, 2010). During the latter study, a stronger pollock diving
response was observed in acoustic measurements from the older,
noisier vessel (“Miller Freeman”), used to sample set GOA07.
Escapement out of the front, bottom portion of the trawl is
consistent with rapid downward movement of fish following
the passage of a vessel.


Escapement in other sets conducted with the noise-reduced
vessel (“Oscar Dyson”) increased with proximity to the codend.
This pattern was also observed in midwater-trawls fishing
capelin (Nakashima, 1990) and in bottom trawls fishing pollock
(Matsushita et al., 1993). Increased escapement is thought to be
linked to increasing fish density within the trawl near the
codend. Little or no escapement out of the large forward meshes
implies that juvenile fish were effectively herded by the front sec-
tions of the trawl, even in low light during set GOA08 or night
tows during the EBS set. It also suggests that escapement is an
active process, because the expectation under passive escapement
would be equal escapement over the entire trawl surface, possibly
depending on the angle of attack of the mesh.


Fish capture by trawls involves a balance of visual and auditory
stimuli (Glass and Wardle, 1989; Engås and Ona, 1990), although
vision is thought to be the dominant modality once fish are in the
trawl (Wardle, 1993). The effect of light on pollock escapement
observed in the EBS further supports the significance of vision


during trawl capture. Retention of juvenile pollock by the trawl
was positively correlated with ambient light, suggesting that fish
escape in part because of a failure to detect the trawlnetting.
Suuronen et al. (1997) reported that herring (Clupea harengus)
did not escape though trawl-body netting during daylight,
perhaps because of stronger herding effects.


Increased total escapement in low light is consistent with several
studies on pollock visual behaviour. Ryer and Olla (2000) found
that juvenile pollock in the laboratory tended to swim closer to
and make contact with net panels more frequently at lower levels
of light. Similarly, Olla et al. (1997) reported that the light levels
required for 50% of juvenile pollock to swim actively within a
simulated net were 2 × 10– 3 mE m– 2 s– 1, a level that separates
night tows from those taken made by day and at dusk in the EBS
set (night-time mean¼ 1.4 × 10– 6 mE m– 2 s– 1, day/transitional
mean¼ 2.2 × 10– 2 mE m– 2 s– 1).


Larger fish did not appear in pocket nets irrespective of the
levels of ambient light. Although no data are available on length-
dependent visual thresholds of pollock, estimates of pollock
length-dependent resolving ability based on eye morphology
(Zhang and Arimoto, 1993) show that adult pollock (40 cm)
have relatively better distance sight than juveniles (15 cm).
Adults were able to resolve a target of 2 cm diameter at a distance
of 8 m compared with 4 m for juveniles under adequate lighting. It
is also possible that non-visual herding may be more important in
adults than in juveniles, resulting in effective herding irrespective
of ambient light levels. Field observations of adult pollock behav-
iour in trawls by Olla et al. (2000) showed that orientation was
much more variable under low light (6 × 10– 4 mE m – 2 s– 1) and
that swimming appeared to be reduced, suggesting that fish may
be more likely to strike the net (Glass and Wardle, 1989). Fish
reactions after striking a net may result in either retention or esca-
pement, and if the distribution of these reactions is length-
dependent with larger fish having a higher probability of being
retained, it would provide a non-visual mechanism to explain
the selectivity patterns observed. Resolving whether escapement
through meshes of the midwater-trawl body results from a
passive failure to herd or by active directed movement through
the meshes will require direct observations of the escapement
process using acoustic or optical instruments.


The results of this study have provided insight into appropriate
sampling efforts for determining between-haul variance. Results
from the EBS set revealed greater between-haul variability relative
to the GOA sets as a result of changing light conditions. In the EBS
case, increasing the number of hauls sampled might have further
reduced uncertainty when covariates such as light were added to
the model. In the GOA sets, haul-to-haul variation was substan-
tially less, suggesting that uncertainty may not be improved
greatly by increasing the number of hauls. Our study sought to
validate the pocket-net method in determining trawl selectivity,
as well as providing specific estimates of selectivity for pollock
surveys. To evaluate the method, we had to collect hauls under
as similar conditions as possible, so facilitating assessment of the
variability inherent in pocket-net sampling of escapement. A
more-dispersed sampling effort with fewer hauls in more locations
would broaden inferences that can be made regarding the entire
survey area and would likely result in much higher variance.


The HBA provided a straightforward method of assessing
uncertainty in selectivity estimates across multiple haul samples.
HBA achieves a balance between pooling data within sets and
making independent estimates for each haul (Gelman et al.,


Figure 8. Selectivity estimates (i.e. the proportion of fish entering
the net that are being caught in the codend) for the three haul sets.
The EBS set reflects estimates of selectivity at the minimum (night)
and the maximum (day) levels of light observed during data
collection. Credibility intervals are based on samples from the
posterior distributions for the selectivity parameters.
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2003). Bayesian methods, and specifically HBA, have been success-
fully applied in fishery stock-assessment modelling and
meta-analyses (e.g. Harley and Myers, 2001). Although the need
to incorporate variance across multiple sampling units is com-
monly encountered in gear research for fisheries, few applications
exist in the literature (Askey et al., 2007). The HBA methodology
provides a straightforward framework for many problems in gear
research. MCMC-based analyses can be computationally demand-
ing, but improvements in computer processing power and the
availability of software have expanded the applicability of these
methods to a wider research community.


The impact of biased trawl catches on the accuracy of
acoustic-abundance estimates is greatest where adult and juvenile
fish commonly co-occur in trawl catches, because catch-derived,
length frequency estimates are less representative of the sampled
population than cases where the sampled fish aggregate by size
and catches are more uniform in terms of fish length. Even with
substantial under-retention of juvenile fish, acoustic-based esti-
mates of abundance are strongly affected because they depend
on the strength of the acoustic returns rather than on catch per
unit effort. In populations of mixed size, the expected effect of
selectivity-induced error on abundance-at-age estimates will
underestimate juvenile abundance and, to a lesser degree, overes-
timate adult abundance, because some of the backscatter from
juveniles would be erroneously attributed to adult fish.


This study has presented a new method of estimating the selec-
tivity of midwater trawls and its uncertainty. A greater difference
was observed between sets than within sets, suggesting that fish
retention by the trawl depended on environmental factors at the
locations and times where the samples were collected, or
perhaps features of the fish populations themselves. Despite
relatively great uncertainty in selectivity estimates, there was
significant undersampling of juveniles, potentially leading to
biased survey estimates of abundance.
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Appendix A
Deriving the integral for m


The Poisson likelihood of observing a fish of a given length class in
each pocket net (m ¼ 1–12) and in the codend sample (m ¼ 13) is


L(x|m, F) =
∏


m


(mFm)xm e−mFm


xm!
,


where x are the observed data, F the probability of retention by the
pocket nets and codend, and m the number of fish at a given length
entering the net. This equation can be simplified to yield
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The next step is to integrate this equation with respect to m:
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where G is the gamma function and L
_


is the integral of the likeli-
hood function. The negative logarithm of L
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used in the analysis is
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after removal of the additive constant terms dependent only on the
data. This equation summed over all length classes results in
Equation (7).


Appendix B
Deviance information criterion (Spiegelhalter et al.,
2002)
The DIC is defined as DIC = pD + �D, where pD is the effective
number of parameters, and �D is the mean of the deviance,
defined as D ¼ 22 log(l ), where l is the likelihood function
[Equation (9)]. The effective number of parameters is computed
as pD = �D − D(�u), where D(�u) is the deviance evaluated at the
means of the posterior MCMC samples of the model parameters.


Appendix C
Computation of residuals
The residuals for a given haul were computed as the distance
between the model predictions of the pocket net and codend
catches, and the observed values where the expected catch in a
pocket net, y, are yi,j,k = Hi,j,km for a fish of length i in the
pocket net located in section j and panel k. The expected codend
sample w is wi = him.


To calculate these quantities, the maximum likelihood estimate
for m was computed as


mi =
∑


j


∑
k xi,j,k + ci∑


j


∑
k Hi,j,k + h


,


where x and c were the observed catches in the pocket net and
codend, respectively (Kirkwood and Walker, 1986). H and h
were calculated from samples of the posterior distributions of
the parameters (L50, SR, p, r). This process was repeated for all
hauls in a set.
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ABSTRACT 


 


This paper proposes an automatic segmentation algorithm 


for fish sampled through a trawl-based underwater camera 


system. To overcome the problem caused by very low 


brightness contrast between fish and ocean background 


with dynamically changing luminance, our proposed 


algorithm adopts an innovative histogram backprojection 


procedure on  double local-thresholded images to ensure a 


reliable segmentation on the fish body boundaries. The 


thresholded results are further validated by area and 


variance criteria to remove unwanted objects.  Finally, a 


post-processing step is applied  to refine the segmentation. 


Promising results, as validated by expert-generated 


ground truth data, were obtained via our proposed 


algorithm. 


 


Index Terms— fish segmentation, double local 


thresholding, histogram backprojection, midwater trawl. 


 


1. INTRODUCTION 


 


The conservation and management of fish stocks requires 


fish abundance estimates, which often call for the use of 


bottom and midwater trawls.  To address these needs, we 


developed the Cam-trawl [1], which is a self-contained 


stereo-camera system fitted to the aft end of a trawl in 


place of the codend (i.e., capture bag) for image 


sequences capturing. The absence of the codend allows 


fish to return unharmed to the environment after being 


sampled (image captured). The captured image data 


provide much of the information that is typically collected 


from fish that are retained by traditional trawl methods.  


Image-based sampling for fish abundance estimates 


generates vast amounts of data, which present challenges 


to data analysis. These challenges can be reduced by using 


automated image processing algorithms for automated 


detection, segmentation, tracking, length/area and size 


measurements, and classification. A successful 


development of these algorithms will greatly ease one of 


the most onerous steps in image-based sampling. 


Conventional image segmentation algorithms can be 


roughly classified into two major categories according to 


their primary segmentation criteria [2].  One class of 


approach uses change detection, if images along the time 


are available, as their primary criteria.  The other class 


constructs background information (through prior image 


sequence frames or modeling) and obtain the result by 


comparing incoming frames with the background.  In case 


of background with spatial homogeneity, such as the 


underwater background when illuminated with LED light 


source, with distinctive foreground object gray level 


intensities, thresholding can be an effective tool. Under 


this case, Wang et al. [3] imposed the notion of multiple 


thresholds and enforced the result by a boundary 


refinement technique.  However, it requires intensive 


computational power and fails to detect small holes. 


As for segmentation in underwater images, due to the 


fast attenuation and non-uniformity of LED illumination, 


many foreground fish have relatively low contrast with 


underwater background, and moreover fish with similar 


ranges from the cameras can have significantly different 


lighting (see Fig. 5(a)).  These make thresholding a 


difficult problem.  Furthermore, noises are created by 


bubbles and organic debris, which can easily be mistaken 


as real fish.  Walther et al. [4] proposed an object 


detection approach based on saliency maps.  However, the 


boundary of a target is unable to be tracked very 


accurately. The thresholded object may not exactly 


correspond to the true shape of the target.  


This paper propose an innovative algorithm using 


histogram backprojection procedure, which was modified 


from the original version for solving location problems via 


color indexing [5] to be applicable for segmentation 


refining [6], on double local-thresholded images to ensure 


a reliable segmentation on the fish boundaries. The 


thresholded results are further validated by area and 


variance criteria to remove unwanted objects.  Finally, a 


post-processing step is also applied to further refine the 


segmentation.  


The paper is organized as follows: Section 2 briefly 


describes the configuration and functional modules of our 


Cam-trawl system for image capturing. Section 3 







introduces the proposed fish object segmentation 


algorithm.  Section 4 shows some typical simulation 


results and statistics of the performance, followed by the 


conclusion in Section 5. 
 


2. CAM-TRAWL SYSTEM 


 


The Cam-trawl represents a new class of midwater 


imaging sampler to study the marine environment. With 


ongoing development, however, the Cam-trawl is poised 


to become a standard marine surveying tool to provide a 


more holistic view of the marine environment, and 


improve the management of our marine resources. 


As shown in Fig. 1, the stereo-camera system consists 


of two high-resolution machine vision cameras, a series of 


LED strobes, a computer, microcontroller, sensors, and 


battery power supply. The cameras and battery pack are 


housed in separate 4-inch diameter titanium pressure 


housings, and the computer, microcontroller and sensors 


are placed in a single 6-inch diameter aluminum housing.  


The high-resolution high-sensitivity cameras capable 


of capturing 4 megapixel images at up to 15 frames per 


second (fps). The cameras are connected via gigabit 


Ethernet to a Core 2 Duo PC with software to control the 


camera’s operation and to store the image data to a solid 


state hard disk drive. A full-featured software 


development kit (SDK) supports the core acquisition and 


control routines.  The PC runs a customized Linux 


operating system, which allows precise control over what 


software and services are started depending on how the 


system is being used.  


 


3. FISH OBJECT SEGMENTATION 


 


The proposed algorithm is divided into four steps, as 


shown in Fig. 2.  The first step is double local  


thresholding.  Next, binarization results from two different 


thresholds are effectively integrated using a technique 


based on histogram backprojection.  After that, 


thresholding by area and variance removes noise and 


unwanted objects.  Finally, a post-processing step is 


applied in order to refine the segmented object boundaries. 


 


3.1. Double Local Thresholding 


 


For double local thresholding method, we need to first 


detect the rough position and size of a fish.  A gray-level 


morphological gradient operation with a 55  structuring 


element [7] is applied to the input image and the result is 


then processed with an adaptive thresholding technique 


using Otsu’s method [8], generating an initial binary mask. 


Note that this is only a preliminary segmentation of fish 


body, which needs to be carefully refined by the 


subsequent double local thresholding. 


Next, the local region around the detected objects 


have to be determined.  The classic connected components 


algorithm [9] is applied first to mark the isolated local 


region in the object mask.  Then, each isolated region is 


characterized by an oriented elliptic bounding box.  


Finally, the local region is determined by enlarging the 


oriented ellipse by a factor of 1.5 in both the major and 


minor axis. 


With these elliptic local regions, it is ready to perform 


the double local thresholding method.  For each region, an 


adaptive threshold is selected using a variant of the Otsu’s 


method.  To better preserve some dim fish, which have 


intensities close to the background, the threshold is 


adjusted to 


  Lx k    (1) 


 


Fig.1. The Cam-trawl underwater fish imaging system. 
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Fig.2. Flow chart of proposed algorithm. 







where  is the Otsu threshold,
L is the mean of lower 


class, as determined by the Otsu threshold, divided by   


in histogram.  Using Eq. (1), two thresholds are generated.  


The high threshold 
high  is given by setting 7.0k  and 


the low threshold 
low  by setting 1k .  These two 


thresholds result in two corresponding object masks 
lowM  


and 
highM .  A 33 median filter is then applied to these 


two object masks respectively to reduce the noises before 


going to the next histogram backprojection step.  


 


3.2. Histogram Backprojection 


 


The two object masks are merged with a model update 


approach in [6].  To check whether a pixel I(x,y), which is 


within the enlarged oriented elliptic bounding region of an 


object candidate, belongs to the foreground fish or the 


background, the histogram backprojection is used. First, 


the object masks 
lowM  and 


highM  are used to derive two 16-


bin gray-level histograms  iH low
 and  iHhigh


, respectively.  


A ratio histogram )(iH R  of any gray-level bin value i is 


defined as 


 
 


  









 1,min)(


iH


iH
iH


low


high


R
  (2) 


A thresholding process is then applied to the 


backprojection of the ratio histogram )(iH R
 to obtain the 


final binary segmentation mask B(x,y). 


 




 



otherwise    0


)),(( if     1
),(


yxIH
yxB


R   (3) 


where  yxI ,  denotes the pixel value at position  yx,  


and   denotes a threshold between 0 and 1. The 


fundamental assumption is a foreground fish body pixel 


has only slightly higher histogram values in  iH low
 than 


in  iHhigh
. On the other hand, the ocean background 


pixel will have significantly higher histogram values in 


 iH low
 than in  iHhigh


, as illustrated in Fig. 3. 


 


3.3. Thresholding by Area and Variance 


 


In addition to using pixel values to refine the segmentation 


masks, the proposed algorithm also takes into account the 


area of an object and variance of pixel values within an 


object.  The connected components algorithm is applied to 


mark each isolated region in the object mask, and the area 


of each region is determined.  Those objects which are of 


area greater than an upper threshold or less than a lower 


threshold will be rejected. 


Object candidates are also examined by calculating 


the variance of pixels within each segmented objects.  


Since foreground objects (fish) are inclined to be more 


textured than background or uninterested objects, the 


variance of the segmented object is likely to be larger.   


 


3.4. Post-Processing 


 


There may still exist some errors, such as gulfs or 


peninsulas, created at the boundaries of histogram 


backprojection refined objects, a cascaded morphological 


operations can be adopted to further refine the boundaries. 


More specifically, a closing and an opening 


morphological operations with a 77 structuring element 


are applied to the object mask.  In this way, the object 


boundaries are smoothed without affecting the details of 


the shape information, and small noise regions can thus be 


removed. 


 


 


Fig.4. Oriented bounding boxes for length measurement. 


 
 


 


Fig.3. The basic concept of histogram backprojection. 


 


TABLE II 


MEAN OF ABSOLUTE ERROR OF SIGNIFICANT TARGET LENGTH 


# Targets MAE of Length 


189 10.69 % 


Table II: Mean of absolute error of significant target length 


 


TABLE I 


PRECISION AND RECALL OF SEGMENTATION IN 74 FRAMES 


Number of Precision Recall 


Targets (%) (%) 


514 74.62 78.40 


Table I: Precision and recall of segmentation in 74 frames 


 







4. SIMULATION RESULTS 


 


To evaluate the proposed algorithm, three sample image 


sequences consisting of 74 image frames are experimented.    


These sample images are gray-level images under 


resolution 1024×1024.  According to the hand-labeled 


ground truth, there are 514 targets in total to be segmented.  


All software development is done in Visual C++ and 


OpenCV 2.1 library.  


The performance of the proposed algorithm is 


measured in terms of precision and recall accuracy as well 


as the mean of absolute error (MAE) of the measured 


length of significant targets.  The measured length of a 


segmented fish is defined as the Euclidean distance 


between head and tail.  Only targets with length greater 


than 100 pixels are considered (there are 189 targets out 


of 514) since larger objects have more reliable ground 


truth.  In our simulations, the length of an object is 


obtained by finding the contour bounding box with a 


routine in OpenCV library.  An oriented rectangle of 


OpenCV data type CvBox2D is returned for each contour, 


as shown in Fig. 4, and the maximum between its width 


and height is used as the measured length.  


As shown in Table I, the proposed algorithm achieves 


a  74% precision and a 78% recall under very low-contrast 


underwater images.  The MAE of measured length out of 


189 targets is about 10%, as shown in Table II.  Fig. 5 


exhibits some typical original Cam-trawl captured images 


and the segmentation results. 


 


5. CONCLUSION 


 


This paper propose an innovative algorithm using 


histogram backprojection, based on a double local 


thresholding scheme,   to ensure a reliable segmentation 


on the fish boundaries. It achieves a 78% recall against the 


ground truth on the successful segmentation of fish, under 


very low-contrast underwater images. The measured 


length of segmented fish body has about 10% error rate, 


which can be greatly reduced when stereo images pairs are 


jointly considered in the future.  
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Fig.5. (a) Cam-trawl captured images and (b) segmentation results. 
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a  b  s  t  r  a  c t


Trawls  are  standard  tools for surveying  fisheries  resources,  yet  they  are  selective  in what  they  retain,
and  thus  provide  potentially  misleading  information  about  fish  populations.  In order  to  evaluate  the
potential  for  selective  retention  in  a  midwater  survey  trawl  used  in  conjunction  with  acoustic  surveys
of  walleye  pollock,  fish behavior  was  examined  using  an integrated  approach  of  optical,  acoustic  and
recapture  net  methods.  A stereo-camera  system  was  used  to provide  length,  position  and  orientation
information,  and  a dual-frequency  identification  sonar  was  used  to track  fish  targets  in the  trawl.  Fish
escaping  the  trawl  were  sampled  using  recapture,  or pocket,  nets  mounted  to  the  outside  of  the  trawl.
Most  fish  were  found  to be  oriented  along  the  main  trawl  axis,  facing  the  forward  trawl  opening.  Nearest
distance  to  the trawl  panel  did  not  appear  to be  length-dependent,  however,  at  night  when  ambient  light

idwater trawl levels  were  lower,  fish  maintained  less  distance  to  the  trawl  panel  compared  to  daytime  observations.
Consequently,  significantly  more  fish  escapes  occurred  at lower  light  levels.  Trajectories  of fish  escaping
the  trawl  were  highly  variable  compared  with  fish  that  herded  into  the net,  or  those  whose  retention
state  was  unknown.  Greatest  escapement  into  pocket  nets  was  observed  from  the  bottom  panel  of  the
trawl  at  night.  These  findings  suggest  that  survey  trawl  samples  will  be less  biased  due  to  selectivity
when trawls  are  conducted  during  the  day.

. Introduction


Trawls are species and size selective (Wileman et al., 1996).
hen trawls are used as sampling tools during fisheries abundance


urveys, selectivity is a source of error, as the catch may  not be rep-
esentative of the size and species composition in the environment.
n acoustic fishery abundance surveys, pelagic trawls are used to
dentify the length and species composition of acoustically detected
sh aggregations (Simmonds and MacLennan, 2005). Selectivity-


nduced sampling error in both species and length composition can
ias abundance estimates and misrepresent the length composition
f fished populations, which negatively affect fisheries manage-
ent efforts (Godo et al., 1998). Trawl selectivity is also important


n the context of the commercial fishing industry, where regulation
f selectivity is a potent tool for minimizing bycatch and controlling
arvest size of fish (MacLennan, 1992). Consequently, it is impor-


ant to understand fish behavioral mechanisms that cause selective
etention in trawls, and how these behaviors may  be utilized to
mprove both bycatch reduction and survey accuracy.
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el.: +1 206 526 4133.
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Trawls exploit fish behavior by utilizing predator avoidance and
herd fish into the trawl opening (Wardle, 1993; Ryer, 2008). Pelagic
trawls differ from demersal trawls in that the trawl mouth open-
ing is typically larger, often tens of meters in both vertical and
horizontal dimensions. After entering the trawl mouth, fish are
continually herded toward the central axis of the trawl as they
move towards the codend. This process effectively captures fish,
which occur in low densities in the water column by filtering large
volumes of water. Mesh sizes in the forward portion of a midwa-
ter trawl greatly exceed fish size. Retention in this portion of the
trawl exploits avoidance behavior and the reluctance of fish to pass
through open meshes (Valdemarsen, 2001; Glass et al., 1993). Mesh
sizes are gradually reduced toward the aft portions of the net, where
fish are retained when they are unable to pass the meshes.


Herding behavior is critical to the efficiency of midwater trawls
and is likely to be size-dependent due to the reduced sensory and
swimming abilities of juvenile fish relative to adults (e.g. Arimoto
et al., 1991; Zhang and Arimoto, 1993). Size-dependent herding
ability may  be the primary factor linking behavior and selectiv-
ity. Despite their importance, stimuli that control fish herding and
behavior responses that result from them are not well understood


for pelagic trawls. In this study, herding behavior exhibited by wall-
eye pollock (Theragra chalcogramma,  hereafter pollock) is examined
in a midwater trawl used to sample fish during an acoustic abun-
dance survey. A comprehensive view of fish behavior is achieved by
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Fig. 1. Aleutian wing trawl (AWT) design. The AWT  is used during acoustic sur-
veys of walleye pollock to sample fish aggregations. Net panels with mesh size
>10.2 cm are constructed with nylon twine, and 10.2 cm mesh panel is constructed
w
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ments of the vertical and fore/aft movements of the fish targets as

ith polyethylene twine.


ombining physical sampling and measurements from optical and
coustic instruments, such as distance to the net and movement
rajectories. The results provide a quantitative measure of behav-
oral patterns underlying trawl selectivity for pollock, which can be
pplied to other pelagic or semi-demersal species and future trawl
ear development for fisheries surveys and commercial applica-
ions.


. Materials and methods


This study simultaneously deployed recapture nets, or pocket
ets, a still-image stereo-camera system, and an imaging sonar
dual-frequency identification sonar or DIDSON, Sound Metrics).
ata were analyzed using a diversity of techniques providing dif-


erent insights into fish behavior in the trawl.


.1. Data collection


Pollock behavior observations were collected during six hauls
aken on July 27, 2007 in the eastern Bering Sea (EBS) aboard the
OAA ship Oscar Dyson.  Hauls were made using an Aleutian wing


rawl (AWT; Fig. 1), which is a scaled-down version of a commer-
ial pollock midwater trawl with a 1.3 cm mesh size liner placed
n the codend. The AWT  has a vertical opening of 25 m,  horizontal
pening of 35 m,  and length from the wingtips to the codend of
160 m.  Average towing speeds during trawling ranged from 2.9


o 3.5 kn. The trawl was instrumented with a trawl sonar (FS70,
imrad), a depth and temperature logger (SBE 39, Sea-Bird Elec-
ronics), and a light meter (MK9 archival tag, Wildlife Computers).


he catch was sorted to species, and approximately 300 pollock
rom the codend were measured for fork length to the nearest
entimetre.

rch 143 (2013) 109– 118


2.2. Pocket nets


Fish escapement from the AWT  was studied using small recap-
ture bags, or pocket nets, mounted to the outside of the trawl.
Previous experiments in the EBS (Williams et al., 2011) found that
the majority of fish escapement occurred in the aft-most quarter
of the trawl. To explore escapement behavior at higher resolu-
tion, the same type of pocket nets were used in the current study,
but were arranged only over the aft section (10.2 cm mesh size)
where escapement was expected to be highest. A total of 12 pocket
nets were attached to the trawl on all 4 trawl panels (top, bottom,
and sides) in 3 locations along the trawl axis, with each pocket
net covering approximately 4 m2 area of the trawl surface during
fishing (Fig. 2). The catches were removed from the pocket nets
and processed after each tow. The pocket nets were constructed
of 1.9 cm stretch mesh clear monofilament gill net material, which
offered low visibility and drag making it less likely to elicit avoid-
ance reactions by pollock escaping the trawl. The results of the catch
were compared using a three-way ANOVA, with pocket net samples
grouped by day versus night, trawl section, and trawl panel.


2.3. Stereo-camera


The stereo-camera system consisted of two Canon Rebel XT digi-
tal cameras and a strobe in three separate underwater housings. The
housings were fixed to a sled enabling the system to be calibrated
for stereo processing. The cameras were calibrated following the
techniques described by Williams et al. (2010), using the camera
calibration and analysis software package written in the Matlab®


computing language by Bouguet (2008). Images were taken at 5 s
intervals to ensure adequate re-sampling of individual fish and to
minimize effects of the strobe flash during deployment. The sled
was fastened inside the section of the trawl comprised of 40.6 cm
meshes (Fig. 3), with the cameras facing across the trawl, ortho-
gonal to the main trawl axis. The cameras were pointed at the
bottom panel, to overlap with the area insonified by the DIDSON.


Combining high resolution (8 Mp)  images with high power
strobe lighting allowed small fish (10–12 cm)  to be identified to
species and measured at distances up to 4.5 m from the camera.
To determine fish length, tilt, yaw, and position in the trawl from
stereo-images, pixel points corresponding to the fish snout and
tail were identified in the paired images. The pixel coordinates
of corresponding points were transformed into three-dimensional
coordinates using stereo-triangulation and the stereo-geometry
determined by calibration (Williams et al., 2010).


2.4. Dual frequency identification sonar (DIDSON)


The DIDSON is an acoustic device that uses multiple beams to
form a near-video quality “image” at longer ranges than can be
achieved by optical instruments (>8 m)  without the use of artificial
lighting. The beam array consists of 96 beams at the high frequency
setting, with equivalent beam angles of 0.3◦ by 12◦. This array of
beams is assembled into a sector (“fan”) along the narrow dimen-
sion of the beams to constitute a 29◦ × 12◦ field of view. Because
the beams are arranged in a line, fish movement can be tracked
across the multi-beam fan within the distance range of the beams
(3–11 m in this study), while movement orthogonal to that fan is
undetectable.


The DIDSON was mounted to the outside of the trawl on the
bottom 40.6 cm mesh size panel. The system faced aft with the
narrow dimension of beam oriented vertically, enabling measure-

well as their interactions with the bottom trawl panel (Fig. 3). Data
were recorded internally on a hard disk, and power was provided
independently using a separate battery housing. Observations were
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Fig. 2. Pocket net placement used 


ollected at a frequency of 1.8 MHz  and a sample rate of eight frames
er second. The DIDSON data provided a two-dimensional view of
he bottom panel of the trawl, which was conceptually analogous
o the view of the stereo-cameras.


DIDSON observations were used to estimate fish movement by
racking the trajectories of individual fish targets. Tracking was
ccomplished using a customized DIDSON tracking application
escribed by Handegard and Williams (2008). Before the track-


ng algorithm was applied, data were pre-processed to remove the
esidual image of the trawl in the DIDSON through background
ubtraction, based on a moving average of 40 frames. The track-
ng process associated individual targets into tracks by predicting
uture target positions based on past target velocities. Tracks con-
isting of associated individual target positions across frames were
moothed using spline fitting to reduce errors due to target posi-
ion estimation. Target positions from the smoothed tracks were
ormalized relative to the estimate of the trawl panel location from


ach data frame. An estimate of the angle of the trawl mesh relative
o the central trawl axis (i.e., the attack angle) was  10.8◦ based on


 computer model of the trawl geometry. Track data were rotated


Fig. 3. The placement of the stereo-camera and DIDSON imaging sona

 study of pollock behavior in AWT.


by this angle such that a trajectory of 0◦ was  parallel to the main
trawl axis headed toward the codend.


The velocity for each individual target detection along a track
was estimated by taking a derivative of the fitted spline function at
each time-step along the track. The velocity vectors were decom-
posed into polar equivalents, resulting in the target direction d and
range r for each tracked target and frame. The direction d rep-
resents target movement in a two-dimensional plane vertically
placed in the trawl such that d = 0 indicates movement along the
main trawl axis into the codend, and d = 90 indicates vertical move-
ment upwards orthogonal to the main trawl axis. Target speed s for
each time step was calculated as the change in range divided by the
frame interval (1/8 s).


Two  analytical approaches were used for the DIDSON track data.
The first approach used values of s and d independent of the track
associations, so that the velocity for each target detection could
be grouped based on other criteria, such as distance to the trawl


panel. In the second approach, values were averaged by track to
represent mean target direction (d̄) and mean target speed (s̄) of
individual fish. For targets that passed throught the trawl panel,


r within a midwater trawl to observe walleye pollock behavior.







112 K. Williams et al. / Fisheries Research 143 (2013) 109– 118


Table 1
Results of six hauls taken to evaluate pollock behavior in midwater trawls.


Haul parameters Units 1 2 3 4 5 6


Start tow time GMT  00:02:44 03:06:11 05:58:54 09:22:06 12:01:45 14:02:31
Duration min  12.57 10.53 21 7.97 6.48 10.07
Distance fished nmi  0.66 0.51 1.01 0.45 0.38 0.54
Bottom depth m 139 140 140 140 140 140
Footrope depth m 136 135.4 134.5 129.8 128.9 131.4
Surface temperature oC 10.9 10.5 10.9 10.6 10.5 10.4
Gear  temperature oC 2.2 1.9 1.9 1.9 1.9 1.9
Catch weight kg 435.5 868.6 379.6 547.4 248 376.6
Average length cm 31.14 27.68 26.33 21.8 18.72 22.66
Pocket catch num. 6 31 65 120 248 105
Pocket avg. length cm 14.0 22.2 14.2 15.3 13.9 14.1
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DIDSON targets num. 117 24 


Stereo camera targets num. NA NA 


Light  level �E m−2 s−1 4.71E-02 2.64E


nly the portion of the track within the net was averaged, because
he behavior of fish outside of the trawl was not of primary interest.
nly tracks consisting of four or more target detections were used


or this analysis. The change in direction (�d) from previous time-
tep was computed as


d = dt+1 − dt


nd averaged by track (�d̄), which was used as an indication of tor-
uosity, or how often the fish changed its swimming direction while
eing observed. Trawl velocity was not subtracted from estimated
sh speed, therefore these values do not represent actual swim-
ing speed of the fish. Tracks were classified into three types of


esponses based on their final trajectories, which were determined
y averaging d for the last three detections in the track (Fig. 4). Tar-
ets passing through the panel were classified as “escaping” while
argets whose final trajectory indicated they would not come in
ontact with the trawl netting were classed as “herding”. Targets
hat were not observed to have escaped, but whose trajectory indi-
ated them would encounter the trawl panel were categorized as
undetermined”, since the outcome of their future encounter with
he panel could result in either herding or escapement.


A secondary objective of the study was to investigate the possi-
ility of matching DIDSON and stereo-camera targets. A small metal


arget intended to be visible by the DIDSON and in the stereo-
amera images was attached to the trawl to facilitate the target
atching.


ig. 4. Classification of DIDSON tracks into three response types. Fish classed as
scaping have been observed to pass through the trawl panel, herding fish have a
ast trajectory greater than the angle of attack, and undetermined targets are not
bserved to react to the panel during the observation period.

NA 80 124 63
NA 52 209 99
6.62E-03 5.68E-06 2.24E-06 5.30E-06


3. Results


3.1. Trawl samples


Haul data are given in Table 1. Hauls were conducted in suc-
cession, taking place over an 18 h period. Trawling durations were
varied in an attempt to standardize the amount of catch between
hauls and ranged from 8 to 20 min, yielding catches of 248–869 kg.
Trawling durations and the amount of catch reflect standard oper-
ating procedures during surveys, where the usual maximum catch
target is ∼800 kg. On average, pollock made up 99.5% of the catch
by weight. Hauls 1 and 2 occurred during the day, haul 3 at dusk,
and hauls 4–6 at night. The camera system did not operate correctly
for hauls 1–3, while the DIDSON failed to collect data on haul 3.


3.2. Pocket net results


Pocket net catch data provide the relative distribution of escape-
ment from the trawl, and a method to identify escaping targets
observed as trajectories in the DIDSON data. The pocket net catches
were dominated by pollock (88.5%), the majority of which were
age-1 (92.1%) ranging from 10 to 20 cm.  In contrast, age-1 pollock
made up 41.1% of the codend catch by number.


For the comparative analysis, pocket net catches were expressed
as a percentage relative to the number of age-1 fish caught in
the codend for each haul sample, and normalized by the cover-
age area of each pocket net (m2). For the ANOVA, haul 2 was
excluded because the size distribution of fish in the catch was
markedly different than those of the other five hauls, with predom-
inant component of the catch being age-2 pollock. Due  to a priori
expectations of lower escapement of age-2 relative to age-1 pollock
as observed in previous pocket net experiments (Williams et al.,
2011), this haul sample was not directly comparable to the other


five samples in terms of escapement rate or mean length. Signifi-
cantly more fish escaped from trawls conducted al lower ambient
light levels (Table 2). Escapement rate differed significantly among
panel (p < 0.01), bud did not differ between sections of the trawl.


Table 2
Three-way ANOVA table for mean pocket net escapement rate, expressed as # of
escaping fish per m2 per h. A total of six hauls were taken with pocket nets mounted
on three sections (forward, mid, and aft), and on four panels (top, port, stbd, and
bottom).


Source Sum sq. d.f. Mean sq. F Prob > F


Light level 0.16 1 0.16 4.71 0.034
Section 0.17 2 0.09 2.56 0.087
Panel 0.48 3 0.16 4.78 0.005
Error 1.77 53 0.03


Total 2.58 59
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Fig. 5. Escape pattern observed from the pocket net data. Escapement rate is number of fish caught in pocket nets expressed as a percentage of same size fish caught in the
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The median tilt value did not appear to change significantly with
reduced distance to the trawl, but the proportion of fish oriented
toward the codend increased.

odend.  Vertical lines represent the standard deviation across pocket net groupings
hown by plotting escape rate as a function of ambient light levels (b). Dotted line r
ifferent trawl sections (c), while pollock appeared to preferentially escape out of t


omparisons of mean length of fish caught in pocket nets detected
ignificant differences among trawl sections (Table 3), while the
ifferences in mean length between light levels and between the
ifferent panels were not significant. A multiple comparison of
ean length across sections showed larger fish (Table 4) tended


o escape from the forward-most section of the trawl, and escape-
ent rates through the bottom panel differed significantly from the


ther panels, which had similar rates.


.3. Stereo-camera observations


The camera system provided adequate lighting and resolution
or age-1 pollock to be identified to species and measured at dis-
ances up to 4.5 m,  but the long interval between images (5 s)
ecessary for reducing artificial light-induced behavioral artifacts
esulted in a relatively low number of targets for the analysis
Table 1). Based on image-derived estimates of fish length and


osition within the trawl, the distributions of individual distance
o the trawl panel did not differ significantly between juvenile
<20 cm)  and larger fish (Kolmogorov–Smirnov test, p = 0.11), and
oth groups had maximum densities at a distance of 0.5–1.5 m


able 3
hree-way ANOVA table for mean pocket net fish lengths, in cm.  A total of five hauls
ith pocket nets mounted on three sections (forward, mid, and aft), and on four
anels (top, port, stbd, and bottom) were compared.


Source Sum sq. d.f. Mean sq. F Prob > F


Light level 0.09 1 0.09 0.045 0.833
Section 20.14 2 10.07 4.796 0.014
Panel 7.06 3 2.35 1.12 0.354
Error 75.59 36 2.1


Total 102.88 42

est escapement of walleye pollock was observed in hauls taken at night (a, 4–6), as
ents a linear fit of escapement rate to light level. Escapement was similar along the
tom panel (d).


(Fig. 6). A comparison of tilt and yaw estimates yielded similar
patterns for the two size groups. The tilt distribution was wide,
ranging from −50◦ to 50◦, with the 25th and 75th percentile of
observations (middle 50%) falling on −4.4◦ and 15.4◦. Tilt mea-
surements reflect an angular tilt relative to the camera platform
rather than absolute estimate, although the camera mounting was
parallel to the main trawl axis, and therefore close to horizontal.
Yaw estimates showed a bimodal pattern with most (76.7%) fish
facing toward the trawl mouth and the remainder heading into
the codend. No fish were observed in orientations parallel to the
camera view axis (90◦ and 270◦, i.e., orthogonal to the main trawl
axis).


Classifying the data into range bins revealed a pattern of increas-
ing diversity of fish lengths closer to the trawl netting (Fig. 7).

Table 4
Comparison of mean lengths of escaping pollock among three sections and mean
escape rate among four sides of a midwater trawl. Variables with different letters in
the third column are significantly different from each other.


Comparison of fish lengths (cm)


Section Mean length Standard error Significance
comparison


Forward 16.1 0.60 a
Mid  13.7 0.44 b
Aft 14.0 0.41 b
Bottom 0.27 0.296 a
Starboard 0.12 0.174 b
Port 0.07 0.084 b
Top 0.08 0.134 b
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Fig. 6. Position and orientation of walleye pollock in the midwater trawl as determined from stereo-camera images. Tilt angles indicate heading in the vertical plane with
0◦ parallel to the main trawl axis. Yaw angles indicate the heading in the horizontal plane with 0◦ facing the codend, 180◦ facing the trawl mouth.


Fig. 7. Patterns of walleye pollock orientation and length relative to proximity to the midwater trawl netting panel, determined from stereo-camera images.


Fig. 8. Changes in walleye pollock trajectory (d) and speed relative to the trawl (s) as they get closer to the netting panel of a midwater trawl. Values <0 in the vertical axis
indicate  the position is outside of the trawl. Vertical line in left panel indicates the attach angle of the trawl panel relative to the main trawl axis, and the vertical line in the
right  panel indicated mean speed of the trawl the water. Results are based on DIDSON target tracking analysis.
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Table 5
Frequency of pollock behavior response classes in a midwater trawl determined by
analysis of DIDSON tracks.


Class Haul


1 2 4 5 6


Escaping 1 2 11 9 9
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Fig. 10. A comparison of mean direction, mean change in direction, and mean speed
of  individual tracks of walleye pollock in a midwater trawl derived from DIDSON

Herding 17 6 19 25 9
Undetermined 99 16 50 90 45


.4. Fish tracking using the DIDSON


DIDSON data were analyzed both as single target detections
nd by using metrics from entire tracks. In the single-target anal-
sis, speed (s) and direction (d) estimates for each target detection
ere summarized by range intervals (Fig. 8). Targets furthest from


he trawl panel had a fairly uniform speed of ∼1.3 m s−1, slower
han the mean towing speed of 1.8 m s−1. As fish got closer to the
anel, median values of d transitioned from moving parallel to the
rawl axis (i.e., straight towards the codend) to nearly parallel to
he estimated angle of the trawl panel. This value reflects expected
rajectory for individual fish herding back into the net, which would
e equal to or greater than the trawl panel angle estimated at 10.8◦.
ost animals did not appear to avoid the panel by changing their


irection until they were within 0.5 m of the trawl meshes. This pat-
ern was accompanied by a decrease in median value of s and an
ncrease in variability closer to the panel. Pollock appeared unable
o maintain stationary position relative to the trawl. As fish passed
hrough the panel, their direction was highly variable, but on aver-
ge indicated movement away from the trawl.


For the track-based analysis, 408 tracks were analyzed, with a
ean track length of 9.01 detections and a mean duration of 1.125 s.


ased on target classification, the majority of tracks (73.5%) were in
he “undetermined” category, providing no insight into the reten-
ion of the target (Table 5). For many of these tracks, the end point
ppeared to be very near to the trawl panel. It is possible that fish
ove in a lateral direction after striking the trawl netting, i.e. cross-
ise to the main trawl axis, at which point the target would likely


xit the horizontally compressed acoustic beam of the DIDSON.
More fish were observed to escape in the three nighttime hauls


Table 5), which corresponded to the higher pocket net catch rates.


argets differed in their nearest distance to the trawl panel between
ay and night hauls (Fig. 9), suggesting that increased escapement
oincided with greater densities of fish closer to the trawl panels.


ig. 9. A comparison of day and night distributions of nearest distances of walleye
ollock targets to trawl panel netting observed by the DIDSON.

data. Only portions of the track inside the trawl were used.


When comparing track metrics among the three different
classes, ‘herding’ fish averaged a positive trajectory (away from
the trawl panel), escaping fish displayed more variability but were
negative on average, and the “undetermined” tracks showed inter-
mediate values opposite of the trajectory of the trawl, as would
be expected of non-mobile “passive” targets (Fig. 10). Averaged
change in direction (�d̄) showed a narrow range in values for
“undetermined” tracks (i.e., approximate straight-line movement),
contrasted by variable responses in the herding fish and to an even
greater degree those of escaping fish. Relative target speed of herd-
ing and escaping fish was, on average, lower than “undetermined”
targets, suggesting that fish interacting with the panel exhibit an
effort to maintain position relative to the trawl.


The common sampling volume where a target could be seen by
both the cameras and the DIDSON was small (∼2.95 m3), resulting
in few targets that could be matched. This was partially due to the
low image acquisition rate of the cameras. The trawl portion viewed
by the cameras ranged from 5 to 7 m in the DIDSON data, meaning
only larger (>25 cm)  pollock remained visible. Overall, 19 pollock
targets could be reliably matched between the two devices, all of
which exceeded 25 cm in length. The small number of targets and


the possibility of length bias precluded the use of the matching
targets for further analysis.
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Fig. 11. Exploring the potential effect of artificial strobing light on walleye pollock behavior inside a midwater trawl. Panel (a) represents the average change in direction
in  fish targets from the previous DIDSON time frame, derived from individual fish tracks. A spectral analysis of the mean absolute change in direction shows no pattern at
t lated 
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he  strobing frequency (b, 0.2 Hz), and the next harmonic frequency (0.4 Hz). A simu
hows  detectable peaks at 0.2 and 0.4 Hz (d).


The potential influence of the stereo-camera strobe lighting
n DIDSON track data was investigated using spectral analysis
ethods. An assumption was made that fish reactions to the lights


ould be observed in track data as changes in �d  corresponding to
he frequency of strobe lights (Fig. 11(a)). Values of �d  were aver-
ged in each frame to produce a time series of movement change
or the duration of the trawl event (�d̄). The spectral analysis of the


d̄f time series did not show any increased power at or near the
requencies of the strobe (0.2 Hz) or the nearest harmonic (0.4 Hz),
s might be expected if the strobe caused the fish to suddenly
hange their trajectory in response to the light stimulus. A sim-
lated test data set (Fig. 11(b)) into which a periodic random error


 = N(0,2) was added to �d̄f at time periods corresponding to the
trobe cycle shows the expected result of a frequency analysis given


 measureable response to the lighting.


. Discussion


Trawls have often been described as crude tools for collecting
cological data and conducting fisheries assessments. This is par-
ially due to the mechanism by which fish are captured in trawls.
rawls function by evoking instinctual predator avoidance behavior
o herd fish into the codend (Fernö, 1993; Ryer, 2008). This pro-
ess is dependent on behavioral characteristics of different species,
s well as environmental influences on behavior such as light and
emperature (Glass and Wardle, 1989; Ryer, 2008), resulting in
ariable efficiency of capture (Suuronen et al., 1997). The ability
o accurately reconstruct species and length compositions of fish
opulations in the environment from survey trawl catches may
e limited without knowledge of how species or length-specific
ehaviors influence trawl retention.


The main objective of this study was to quantitatively exam-
ne pollock behavior in a midwater survey trawl to understand
ow selective retention occurs. Studies of pollock escapement from
ommercial tows indicate a dependence on fish density (Erickson
t al., 1996), as in high densities fish may  not encounter the mesh


urface, removing the opportunity for escape. Survey trawls have
uch smaller trawl openings compared with commercial pollock


rawls, resulting in less density within the trawl and therefore
educed influence of density on escapement behavior. The mesh

data set with a periodic random error e = N(0,2) added at the strobing frequency (c)


size in the portion of the trawl observed by the DIDSON and cam-
eras was sufficiently large (40.6 cm)  for even adult pollock to pass
through. Fish were only retained in the net because of their reluc-
tance to pass through meshes. This behavioral retention has been
shown to be length-dependent (Williams et al., 2011), suggesting
that there are length-dependent or ontogenetic factors that control
how fish react to trawl netting.


Quantifying fish reactions to the trawl net requires selection of
metrics that adequately describe behavioral responses, which are in
turn limited by the choice of instruments used to observe behavior.
An ideal observation tool would unobtrusively provide information
on target species, length, orientation, and movement relative to the
trawl. Optical instruments often require artificial light at depths
where fish are found, potentially biasing observations of behavior
(Stoner et al., 2008). High resolution acoustic cameras, such as the
DIDSON, can provide unobtrusive observation without lights, but
generally do not provide adequate resolution to identify targets to
species and size in the case where both targets and the instrument
platform are not stationary. This shortcoming reduces the value
of the DIDSON in selectivity studies where fish length is a criti-
cal measure. In this study, attempts were made to directly match
targets between DIDSON and stereo-camera systems, providing
length specific trajectory and escapement data. Matching targets
was problematic due to the small zone of overlap between the two
instruments, and might have been more useful in higher fish den-
sities or with a larger number of deployments. Given the potential
value of corresponding DIDSON and optical targets in providing
insightful information in trawl selectivity studies, efforts should be
continued to develop this combined approach.


Results of the current study were based on integrating multiple
different sources of data to reconstruct behavioral patterns. The
results reveal several interesting patterns of pollock behavior in a
midwater trawl. Fish observed by the DIDSON could not be mea-
sured for length, but pocket net catches indicated that fish seen
escaping in the DIDSON were likely to be age-1 individuals. Simi-
larly, the majority of DIDSON tracks (73.5%) indicated straight-line


movement along the main trawl axis at approximately the speed of
the apparent water flow (relative to the trawl), and >75% of the fish
seen in the cameras had tilt angles within 20◦ of horizontal and fac-
ing the forward trawl opening. Combined, these patterns suggest
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hat the typical behavior of pollock inside a midwater trawl is to
wim in the same direction as the trawl, likely due to an optomotor
eaction (e.g. Kim and Wardle, 2003) or vibration of netting, and
ventually be overtaken by the trawl and gradually fall back to the
odend.


A comparison of escapement rates showed variability between
auls (Fig. 5(a)), which could be attributed to the different length
istributions encountered among trawls and different ambient


ight levels. Light was found to be an important factor in escape-
ent response in pollock in previous pocket net experiments in the


BS (Williams et al., 2011), with higher catch rates corresponding
o lower light levels (Fig. 5(b)).


A plausible expectation of length-dependent herding behavior
ould be that larger pollock would detect the netting panel from


 greater distance due to greater light gathering ability (Zhang and
rimoto, 1993), and therefore could maintain a greater separation


rom the panel (i.e., a stronger herding reaction). This explanation
s consistent with the greater retention of adults compared with
uveniles by the trawl, based on the pocket net data showing an
nverse relationship between light intensity and numbers of fish
scaping the trawl. Visual acuity has been shown to be length-
ependent for pollock, but nighttime light levels may  be below the
isual threshold for all sizes of pollock consistent with no significant
ifferences in panel distance between adult and juvenile pollock.
aboratory studies using walleye pollock reported that juvenile fish
ove closer to the trawl panel as light levels were reduced (Ryer


nd Olla, 2000), similar with DIDSON tracking observations. Track
ata showed increased density of targets closer to the trawl panel


n the night tows relative to those that were conducted during
he day. This trend was not confirmed by stereo-camera observa-
ions, where the peak density was seen at approximately 1 m from
he trawl. These different findings may  result from differences in
eometries of the imaging volumes between the two  instruments.
either device sampled the entire cross-sectional volume and both
ad a disproportionate amount of sampling volume at the trawl
anel (i.e., the farther away from the panel a fish went, less likely


t was to be sampled).
Other laboratory studies have found that haddock preferentially


assed through meshes that were less visible or lower contrast with
he background (Glass et al., 1993), meaning that in reduced light


ore fish are expected to pass through the mesh simply as a func-
ion of reduced visual stimulus. Based on pocket net catches from
his and other pollock escapement studies (Williams et al., 2011),
nly smaller fish (<20 cm)  passed through the meshes in greater
umbers when light levels were low. While all sizes of pollock
ay  not adequately detect meshes in low light, larger fish may  be


erded by some other mechanism, such as physical contact with the
esh. This concept would explain length-selective retention, as the


robability of smaller fish contacting the mesh would be less than
arger fish due to a lower ratio of pollock size and the mesh opening.
iven the large mesh sizes in the trawl body (40–300 cm)  relative to


uvenile pollock length (14–20 cm), it may  be possible that smaller
sh partially pass through the mesh before contact with the mesh
wine, leading to a greater proportion of escapement post-contact,
s opposed to a swim reaction back into the net.


The orientation of pollock and other gadoids in trawls at low
ight levels has been described as chaotic or disorganized (Olla
t al., 2000; Glass and Wardle, 1989) when observed by infrared
ight and strobe cameras. In this study, pollock observed at night


ere primarily oriented toward the trawl opening or, less often,
he codend, but essentially never orthogonal to the main trawl
xis in the horizontal plane. The tilt distribution was comparable


o pollock observations in captivity (Horne, 2003) and not much
reater than what might be expected based on other in situ or ex
itu observations of other gadoids (e.g. Pacific whiting, Henderson
t al., 2008).

rch 143 (2013) 109– 118 117


Tracking data provided unique individual-based insight into
fish movements with respect to the trawl panel. Escaping fish
showed a general trend for having the highest variability between
individuals across all tracking metrics, suggesting that escape-
ment is not a characteristic response that could be described, but
generally lacked predictable movement. The within-trawl trajec-
tories of escaping fish were on average steeper relative to the
trawl panel than the main direction of the trawling. This find-
ing suggests that rather than passively encountering the panel
and allowing the netting panel to overtake them, escaping fish
were actively changing their positions relative to the netting panel
as they moved to the outside of the trawl. Herding fish and
those whose response was classified as “undetermined” were less
variable in their responses, but their mean track values differed
(Fig. 10). Herding fish, by definition, headed away from the trawl,
but resisted going into the codend by moving at a relative speed
slower than that of the trawl, as expected of fish that perceive the
trawl panel and actively swim to maintain position (recalling that
most fish were oriented facing forward). Undetermined-response
fish moved in a fairly straight line at a greater speed relative
to the trawl mounted DIDSON, directly toward the codend, and
represented the dominant target category in the current set of
data.


The pocket net data provided coarser information on pollock
behavior than the stereo-cameras and the DIDSON. The directiv-
ity of escapement seen in the pocket net data suggests a tendency
for pollock to move downward when disturbed, which was  also
seen in the Gulf of Alaska pocket net experiments with pollock
(Williams et al., 2011). Gadoid schools have been observed to
increase in depth from when they are observed by the ship’s
echosounder to when they encounter the trawl during fishing oper-
ations (Handegard et al., 2003), and may  be a common response
by other semi-demersal gadoids (Wardle, 1993). A major cause for
this reaction is probably radiated vessel noise, as fish diving after a
vessel passes has been demonstrated for pollock (De Robertis and
Wilson, 2006).


In conclusion, fish behavior in trawls is an important consider-
ation in commercial trawling where bycatch reduction is important
(MacLennan, 1992), and in fisheries surveys where selectivity may
produce biased assessments of fish abundance (Nakashima, 1990;
Godo and Sunnana, 1992). The results of this study may  provide
guidance for new designs or modifications of survey trawl gear,
which may  reduce trawl selectivity and thus make survey, trawl
catches more representative of sampled populations. For example,
high visibility material may  be used to enhance retention by pro-
viding a stronger visual stimulus. Smaller mesh material could be
used for the bottom panel of midwater trawls to reduce selectivity
due to the prevailing downward direction of escapement. Increased
escapement at night suggests that, in the context of acoustic-based
surveys where trawls are used to identify backscatter, trawling at
night may  result in more biased size compositions where small
and large pollock are encountered. Results from this and similar
studies of fish behavior in trawls can also be applied to commer-
cial trawling operations, where reduced catches of juvenile fish are
sought.
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Abstract—Non-extractive fish abundance estimation with the aid 


of visual analysis has drawn increasing attention.  Low frame 


rate and variable illumination in the underwater environment, 


however, makes conventional tracking methods unreliable.  In 


this paper, a robust multiple fish tracking system for low-frame-


rate underwater stereo cameras is proposed.  With the result of 


fish segmentation, a computationally efficient block-matching 


method is applied to perform successful stereo matching.  A 


multiple-feature matching cost function is utilized to give a 


simple but effective metric for finding the temporal match of 


each target.  Built upon reliable stereo matching, a multiple-


target tracking algorithm via the Viterbi data association is 


developed to overcome the poor motion continuity of targets.  


Experimental results show that an accurate underwater live fish 


tracking result with stereo cameras is achieved. 


I. INTRODUCTION 


For the conservation and management of commercially 
important fish populations in fisheries science, fish abundance 
estimation is required [1].  To improve the quality of 
abundance survey, we developed the Cam-trawl [2], a self-
contained stereo-camera system fit to the aft end of a trawl.  
The collected image sequences are analyzed using automatic 
image processing techniques for object segmentation, tracking, 
classification and modeling.  Specifically, object tracking 
provides a mean of fish counting and allows for more accurate 
length estimation by averaging several measurements of the 
same fish. 


There are, however, several challenges for underwater 
image/video analyses, including the variable lighting 
conditions and the ubiquitous noise from non-fish objects.  
Related works on underwater fish video analysis using 
conventional multiple-target tracking algorithms were 
proposed [3,4].  Other methods including an approach based 
on linear programming were also proposed  [5].  However, 
due to the low frame capturing rate and low contrast of 
intensity, targets move abruptly from one frame to another and 
enter/exit the field of view (FOV) frequently (4.3 frames of 
target lifespan in average).   Fig. 1 shows this scenario,  which 


Figure 1.  Abrupt movement and frequent entrance/exit of underwater fish 


captured at 5 frames per second. 


makes conventional tracking methods infeasible for this task. 


These issues motivate us to resort to a stereo video trellis-
based dynamic programming solution.  In this paper, a novel 
multiple fish tracking algorithm for low frame rate stereo 
cameras is proposed, as shown in Fig. 2.  Using the result of 
fish segmentation in [6] (see Section II), a block-matching 
stereo matching approach by object-height blocks is 
effectively used to identify the matching fish pairs (see 
Section III).  Furthermore, by treating each stereo matching 
fish pair as one observation and a multiple-feature matching 
cost as a dissimilarity metric (see Section IV), a multiple-
target version of Viterbi data association [7, 8] (see Section V) 
is proposed to find the optimal fish moving path in the 
observation trellis and thus determine the best tracking 
trajectory. 


II. PREVIOUS WORK ON FISH SEGMENTATION 


A novel trawl-based underwater camera system named 
Cam-trawl [2] was constructed to provide critical additional 
information for fisheries survey and reduce impact of 
surveying on fish population.  Cam-trawl consists of a pair of 


† This project was made possible through funds from NMFS’ Advanced 
Sampling Technology Working Group, NOAA. 
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Figure 2.  Overview of the proposed system. 


high-resolution cameras, a series of LED strobes, a computer 
microcontroller, sensors and battery power supply.  The 
cameras are capable of capturing 4 megapixel images at low 
frame rate (at most 10 fps) due to the limited bus bandwidth. 


For this underwater camera systems, an automatic fish 
segmentation algorithm has been proposed [6].  We adopt a 
histogram backprojection method, with double local 
thresholding, to ensure a reliable segmentation on the 
boundary of fish.  Results are further validated by area and 
variance criteria to reject non-fish objects.  Simulations show 
that a 78% recall on segmentation and 10% of mean of 
absolute error in fish length measurement is achieved.  


III. STEREO MATCHING BY OBJECT-HEIGHT BLOCKS 


One major drawback of conventional dense stereo 
matching techniques is the intensive computational power 
consumption, making them impractical for a real-time imaging 
system.  With knowledge of the target locations available in 
the segmentation stage, a fast stereo matching approach is 
proposed to match targets successfully while reducing much 
of computational redundancy. 


Given a segmented object in the left image, its bounding 
box is divided to 4 equal sub-blocks in horizontal direction, as 
shown in Fig. 3.  These sub-blocks are referred to as object-
height blocks.  The best match in the right image for the 
object-height block is then determined by a simple block-
matching algorithm based on minimum sum of absolute 
difference (SAD) criterion.  Note that only those object-height 
blocks within the bounding box of the object are taken as 
candidates, i.e., there are four candidates in total for each 
block.  This results in great saving of computations without 
losing the accuracy of matching. 


Figure 3.  Object-height blocks on the rectified left and right image. 


IV. MULTIPLE-FEATURE TEMPORAL MATCHING 


A. Object Features 


The ubiquitous noise and abrupt movement of targets are 
the major difficulties for tracking in a low-frame-rate 
underwater video.  An object matching approach is therefore 
proposed for associating observations and targets.  Various 
useful features are considered for measuring the dissimilarity 


between objects.  Given an object j


tO  in frame t  and an 


object 
1


i


tO 
 in frame ( 1)t  , four cues are exploited as follows. 


1) Vicinity cue: The Euclidean distance is given 


by ˆj i


t td x x  , where j


tx  and ˆ i


tx  denote the center point 


coordinates of the observation j  and the prediction of target 


i  at frame t , respectively.  Details about target prediction 


obtained by a motion projection scheme is described in 
Section V-B. 


2) Area cue: The difference of area, after normalized by 
stereo triangulation, between the observation and the target is 


supposed to be small.  The object area, denoted as ( )A  , is 


calculated by the classic connected components algorithm [9]. 


3) Direction of motion: Assume that j


tO  and 
1


i


tO 
are 


matched, we define the motion vector as ,


1


i j j i


t t tv x x   .  The 


direction of motion is then represented by the angle between 
,i j


tv and a predefined reference vector refv ,  given by 


 


,


, 1


,
( , ) cos


i j


t refi j


t ref i j


t ref


v v
v v


v v
 



 . (1) 


In the experiments, the reference vector is chosen according 
to the motion trend of fish schools, due to the movement of 


Cam-trawl, as ( 1,0)refv   . 


4) Histogram distance: In addition to geometric features, 
pixel value also plays an important role.  To exploit the 
dissimilarity of grayscale intensity distribution between two 
objects, the earth mover’s distance [10] is computed as the 
distance metric between 16-bin histograms for its desirable 
properties of allowing partial matches. 


B. Matching Cost Function 


Combining all the cues above, a likelihood function for 
object temporal matching is given by 
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, (2) 


and the “matching cost” is defined as 


 lnC L  . (3) 


This cost is assigned to the edge between 
1


i


tO 
 and j


tO  in the 


Viterbi trellis as discussed in the next section.  The    values 


in (2) are determined empirically as 2.5v  , 2.3a  , 


2.5m   and 0.67h   in the experiments. 
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Figure 4.  Multiple-target Viterbi data association. (a) Each target maintains a separate trellis during its lifespan with its own starting node (triangles) and 


ending node (squares).  The optimal path in each trellis is labeled by colored arrows. (b) An overall trellis showing several paths from targets in (a). 


V. VITERBI DATA ASSOCIATION 


In the proposed system, the stereo information is utilized 
by regarding a pair of stereo-matched object, i.e., the same 
object in the left and right image, as one observation for 
tracking.  The matching cost of temporal matching is then 
given by the sum of the costs from two images, namely, 


, , ,( ) ( ) ( )L R


i j i j i jC t C t C t  .  To overcome the difficulties in 


tracking fish due to their frequent entrance/exit, a multiple-
target Viterbi data association algorithm is introduced. 


A. Basic idea 


The Viterbi data association [7, 8] is performed based on a 
trellis of the observations in each frame.  A trellis is a type of 
directed graph where nodes are partitioned into ordered 


subsets ( ) { ( ) | 1,2,..., ( )}jN t n t j N t   for 1,2,...,t T , and 


edges ( )ija t  lie between any pair of node in adjacent 


subsets{ ( 1), ( )}i jn t n t .  Nodes in a subset represent objects in 


one frame, and each edge is assigned a matching cost 
, ( )i jC t .  


The total cost of a path P  may be written as 


 
,


2


( ) ( )
T


i j


t


C P C t



 , where { ( 1), ( )}i jn t n t P  . (4) 


The Viterbi algorithm [11] is applied here to find the 
minimum-cost path during single target tracking.  When a new 
observation is detected, a new node is initialized with zero 
cost and a null predecessor.  For each iteration, the matching 


cost for every node ( ), 1,2,..., ( )jn t j N t  is given by (3).  


Then the predecessor and cost are assigned to node ( )jn t : 


 
,


1 ( 1)
( ) arg max [ ( 1) ( )]j i i j


i N t
t C t C t


  
   , (5) 


 
( ) ( ),( ) ( 1) ( )


j jj t t jC t C t C t    . (6) 


Once the target leaves FOV, i.e., the final stage of trellis is 
reached, a backtracking step is performed.  Starting from the 
minimum-cost node in the final stage, the optimal sequence is 


recovered by traversing backward all the way to the first stage 
according to the predecessors stored at each stage. 


B. Multiple-Target Case 


Inspired by [8], a multiple-target Viterbi data association 
algorithm is proposed for our case of low-frame-rate fish 
tracking.  Since the starting frame may differ among targets, 
the predecessor and minimum cost at each node may also 
differ.  Therefore, we create a separate trellis for every target 
to track.  Data association by (5) and (6) is then performed 
separately for each target with all observations, as shown in 
Fig. 4.  Observations that are not associated with any target 
corresponds to new targets or false alarms.  Note that 
occlusion is inherently handled by our method since paths in 
different trellises can pass through the same nodes. 


In each frame, a motion projection mechanism is utilized 
to estimate and update the position of the existing target.  


Given the position 
1


k


tx 
 and velocity 


1


k


tv 
 of the k -th tracked 


target from frame ( 1)t  , the predicted position at current 


frame is given by 
1 1


ˆ k k k


t t tx x v   .  After the data association, 


the observation node with the minimum cost is chosen to 
update the position and velocity by 


 *k j


t tx x , (7) 


 *


1(1 )k j k


t t tv v v     , (8) 


where *j


tx  and *j


tv  denote the position and velocity of the  


minimum-cost observation, respectively.  The value of   is 


determined empirically as 0.3   in the experiments. 


The abrupt movement and short lifespan of a fish target 
make the criteria of track creation and deletion less reliable.  
For this reason, a track is restricted to end only when its 
predicted position is within 100 pixels of the boundary.  If a 
track is lost before approaching the frame boundary, the 
predicted position is used as the actual position and the 
velocity remains.  A new prediction is then made for the next 
frame. 







 


Figure 5.  Tracking multiple fish in an underwater stereo video clip.  Targets are labeled by numbers and oriented bounding boxes with different colors. 


Rather than using a batch scheme as mentioned in [7], 
backtracking is performed and the optimal sequence of 
observations is recovered once there is a target leaving the 
FOV.  The proposed system is thus able to not only perform 
online tracking but also exempt from potential failures due to 
the gaps between batches. 


VI. EXPERIMENTAL RESULT 


Before the object segmentation stage, a background 
subtraction is performed to eliminate the trawl web behind the 
fish based on a combination of morphological operations.  The 
stereo frames are calibrated and rectified via camera 
parameters obtained offline prior to stereo matching. 


The proposed system is used to track multiple fish targets 
simultaneously in several sample video clips.  All these video 
clips are grayscale and recorded underwater by the stereo 
cameras on Cam-trawl.  The frame size is 2048 2048 pixels, 
and the frame rate is 5 frames per second.  The whole process 
is fully automatic and requires no manual intervention.  
Tracked fish are labeled with numbers and bounding boxes 
with different colors in order to make them differentiable. 


Some tracking statistics of the proposed system comparing 
with other data association methods are listed in this section.  
Table I shows that the proposed system improves the accuracy 
of underwater fish detection by utilizing temporal information.  
In Table II, tracking success rate is defined as the ratio of 
correctly labeled targets to correctly detected targets.  One can 
see that the proposed system, i.e., matching cost plus Viterbi 
data association (MC+VDA) outperforms other data 
association methods.  The conventional nearest neighbor (NN) 
suffers from poor motion continuity and short lifespan of 
targets, and thus tracks fish in a low success rate.  Note that 
the proposed matching cost (MC) is also tested alone to show 
the effectiveness of matching objects based on various type of 
feature.  Fig. 5 shows a representative experimental result in 3 
consecutive frames with tracked fish labeled on both sides of 
stereo image, which clearly demonstrates the robustness of the 
proposed system. 


VII. CONCLUSION 


A novel multiple fish tracking system based on Viterbi 
data association for low-frame-rate underwater stereo cameras 
is proposed.  By exploiting various appearance features, the 
matching cost function gives an effective metric to find a 
temporal match in the noisy underwater environment.  The 
multiple-target Viterbi data association takes advantage of 


dynamic programming to overcomes the difficulties of abrupt 
target motion and frequent entrance/exit.  Experimental result 
shows that the proposed system gives a success rate at 87.60% 
in terms of fish tracking for low-frame-rate and low-contrast 
underwater stereo videos. 


TABLE I.  PRECISION AND RECALL OF THE PROPOSED SYSTEM 


Num. of Targets Detection Precision Detection Recall 


62 0.9831 0.9355 


TABLE II.  TRACKING SUCCESS RATE AMONG DIFFERENT DATA 


ASSOCIATION METHODS 


Clip NN MC MC+VDA 


1 0.3750 0.4688 0.9375 


2 0.4167 0.5833 0.8333 
3 0.2857 0.5000 0.8571 


Avg. 0.3591 0.5412 0.8760 
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Abstract: Acoustic surveys often use multifrequency backscatter to
estimate fish and plankton abundance. Direct samples are used to vali-
date species classification of acoustic backscatter, but samples may be
sparse or unavailable. A generalized Gaussian mixture model was devel-
oped to classify multifrequency acoustic backscatter when not all spe-
cies classes are known. The classification, based on semi-supervised
learning with class discovery, was applied to data collected in the east-
ern Bering Sea during summers 2004, 2007, and 2008. Walleye pollock,
euphausiids, and two other major classes occurring in the upper water
column were identified.
PACS numbers: 43.30.Sf, 43.60.Bf, 43.60.Lq [JL]
Date Received: November 17, 2011 Date Accepted: December 30, 2011


1. Introduction


Estimating abundance in acoustic-based surveys depends on allocating fish species to
measured acoustic backscatter. To help either interpretation by experts or classification
by algorithms, trawl samples are collected to provide information (e.g., species, length)
about targeted aggregations.1 However, as most surveys focus on a few commercial
species, little direct sampling effort is available to determine species composition of
other taxa. Backscatter classification of non-target species may provide added ecologi-
cal insights.


Species classifications used in fishery acoustics differ in their use of statistical
techniques, discriminatory variables, and data spatial resolutions.2,3 When statistical
classification models are built from validation samples and used to predict known spe-
cies classes, the learning is said to be supervised.4,5 If no validation samples are used
and classes are not specified, then the classification is unsupervised.6 Classification
models can be improved by using both types of information (semi-supervised learn-
ing),7 but detected classes must be present in validation samples. Here a semi-
supervised classification procedure is implemented that also allows discovery of
unknown classes8 in multifrequency acoustic data. A generalized Gaussian mixture
model (GGMM), adapted to repeated surveys of the same ecosystem, is applied to
summer acoustic-trawl survey data in the Eastern Bering Sea (EBS). Walleye pollock
(Theragra chalcogramma) and euphausiids (Thysanoessa spp.) comprise dominant
acoustic classes, but other classes with unique frequency responses also occur. Classifi-
cation results for pollock and euphausiids are compared to results provided by two
other classification methods: interpretation by experts9 and an empirical multifrequency
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method.4 Two other major classes (one known and one unknown) are also identified
and described.


2. Multifrequency acoustic and trawl data processing


Acoustic data were collected at 18, 38, 120, and 200 kHz with Simrad EK60
echosounders in the EBS during summers 2004, 2007, and 2008 during NOAA
acoustic-trawl surveys.9 Data acquisition is described in De Robertis et al.4 Back-
ground noise at 120 and 200 kHz, and transducer ringing at 18 kHz were esti-
mated.10 Only data with a signal-to-noise ratio� 10 dB at any frequency, and with
Sv>�80 dB re 1 m�1 at one or more frequencies were used (e.g., Fig. 1). Sv data
were averaged into 400 m (horizontal)� 5 m (vertical) bins. Three pairwise frequency
differences relative to 38 kHz (DSv 18-38, DSv 120-38, and DSv 200-38) were used as
discriminatory variables for the classification. An existing library of concurrent multi-
frequency and trawl data characterizing midwater aggregations of single species4 was
used to determine the species-specific pairwise frequency differences. Known acoustic
classes included pollock, euphausiids, and a third class of uncertain taxonomic com-
position showing Sv values highest at 18 kHz (hereafter named high18). Preliminary
results4 suggested that high18 may be jellyfish, but more validation trawls are
needed.


3. Classification procedure


Labeled acoustic data, where the acoustic class is known (i.e., library data) and unla-
beled data, where class is unknown (i.e., survey data), are learned separately. Then,
both models and data are merged together and learned using the GGMM.


3.1 Supervised learning of labeled data


Species-specific pairwise frequency differences were used to determine a classification
model, where each known class is assumed to follow a Gaussian distribution.11 Each
class is modeled independently and parameters (mixing coefficients, means, and
variance-covariance matrix) are inferred. A single classification model is then built by
merging all known class components.


Fig. 1. Volume backscattering strength (Sv in dB re 1 m�1) at 18, 38, 120, and 200 kHz (a, b, c, and d) that met
signal-to-noise (SNR� 10 dB at any frequency) and threshold (Sv>�80 dB re 1 m�1 at one or more frequen-
cies) criteria from representative transect across the EBS shelf, summer 2007.
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3.2 Unsupervised learning of unlabeled data


The unlabeled pairwise frequency differences are modeled using a mixture of multivari-
ate Gaussian distributions, where the species class label is an unobserved latent variable
that needs to be inferred.6 To estimate parameters of this statistical classification model,
an expectation-maximization (EM) algorithm12 can be used. It is an iterative method
that allows computation of the maximum likelihood estimates of the model parameters.
First, a k-means algorithm is used to provide initial estimates of the parameters. Then,
the EM iteration alternates between “expectation” (E) and “maximization” (M) steps
until convergence is reached. The E-step computes the expectation of the log-likelihood
evaluated using current estimates of the parameters, in this case the probability that a
data point belongs to one of the Gaussian model components. The M-step computes pa-
rameters maximizing the expected log-likelihood found on the E-step. These parameter
estimates are then used to determine the distribution of the latent variables (here the
class label) in the next E-step. Finally, all unlabeled data are associated with unknown
classes.


3.3 Semi-supervised learning based on generalized Gaussian mixture model


All known and unknown class components obtained previously are merged and initial-
ize the semi-supervised GGMM learning.8 All labeled and unlabeled data are now con-
sidered together in the analysis. Thus, some unlabeled data will be classified in known
classes. Known class component parameters are then updated. The remaining unla-
beled data stay associated with unknown class components, whose parameters are also
updated.


The GGMM treats the label presence (L ¼ l) or absence (L ¼ m) as a random
variable. Thus, two types of mixture model components can be defined: (i) predefined
components Cpre, representing known classes, which generate both labeled and unla-
beled data; and (ii) non-predefined components �Cpre, which generate only unlabeled
data. These latter components represent outlier regions of known classes or possibly
unknown (undiscovered) classes. In addition to mixing coefficients pk, means lk and
the variance-covariance matrix Rk of Gaussian mixture components, the GGMM
introduces three new parameters: (i) the probability of data being labeled when belong-
ing to a generic predefined mixture component Mg, PðL ¼ ljMg 2 CpreÞ (identical for
all predefined components, and equal to the ratio between numbers of labeled and
unlabeled data for only data coming from predefined components), (ii) the probability
mass function PðC ¼ cjMk 2 Cpre;L ¼ lÞ associating a probability to each value of the
discrete random variable C representing the class value of data when those belong to
the kth predefined mixture component and present a label, and (iii) the categorical
variable vk indicating the component type (predefined or non-predefined). The joint
log-likelihood of the observed data for the model with N components is then


log LN ¼
X
x2Xl


log
XN


k¼1


vkpkPðxjlk;RkÞPðL ¼ ljMg 2 CpreÞPðC ¼ cðxÞjMk 2 Cpre;L ¼ lÞ
 !


þ
X
x2Xu


log
XN


k¼1


vkpkPðxjlk;RkÞPðL ¼ mjMg 2 CpreÞ þ ð1� vkÞpkPðxjlk;RkÞ
 !


:


(1)


Semi-supervised learning uses a generalized EM algorithm to estimate model
parameters. It alternates between choosing component types to maximize the log likeli-
hood of the GGMM when all other parameters are fixed, and using a classic EM algo-
rithm to estimate the remaining model parameters when component types are fixed.
The choice of the component type is an iterative “one at a time” selection among all
possible combinations. That is, a component type is assigned, the model log likelihood
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evaluated, and the component type yielding the higher likelihood selected. The next
component is considered until no further changes are observed. Remaining parameters
are estimated using a classic EM, where the expected complete data likelihood is eval-
uated (E-step), and then model parameters are maximized (M-step). The log likelihood
to maximize differs as component types are now determined. Probabilities of compo-
nent ownership are determined based on whether the data are labeled or unlabeled,
and whether a component is predefined or non-predefined. Mixture parameters are
then maximized using latter probabilities of ownership.8


3.4 Treatment of the year effect and model selection


As dominant acoustic classes are expected to occur repeatedly, a year effect was added
to the GGMM framework.8 Means and variance-covariances of class-components are
held constant across years, while mixing coefficients are allowed to vary. The ability of a
mixture model to identify classes is quantified using the integrated complete-data likeli-
hood (ICL) criterion, as it includes a penalty to account for classification uncertainty.13


4. Results and discussion


4.1 Classification of multifrequency data


Gaussian components were fitted to the labeled data for each of three known classes,
and unsupervised learning of unlabeled data was completed using 8 Gaussian compo-
nents as suggested by the ICL criterion. Then, GGMM classification was used to
detect and map 8 classes with different acoustic frequency responses based on four fre-
quency data (Fig. 2).


Fig. 2. Example pairwise frequency differences in survey backscatter data for years 2004 (a), 2007 (b), and 2008
(c). 1D and 2D histograms from DSv 18-38 and DSv 120-38 are represented, as well as the eight fitted multivari-
ate Gaussian class components (colors orange to blue). The fitted mixture model, representing the sum of all
class components, is represented by a red line in each 1D histogram. The known class components, pollock,
euphausiids, and high18, are indicated concurrently with the unknown class components.


Woillez et al.: JASA Express Letters [DOI: 10.1121/1.3678685] Published Online 26 January 2012


J. Acoust. Soc. Am. 131 (2), February 2012 Woillez et al.: Multifrequency species classification EL187


Downloaded 26 Jan 2012 to 161.55.96.194. Redistribution subject to ASA license or copyright; see http://asadl.org/journals/doc/ASALIB-home/info/terms.jsp







Two classes identified by the GGMM were known classes corresponding to pol-
lock and euphausiids. A third known class, high18, was consistent with the frequency
response of jellyfish trawl catches.4 Two of the five remaining classes were interpreted as
outliers distributed around known classes, two as mixtures between two known classes,
and one as an undiscovered class, which was different from known classes, outlier distri-
butions, or mixtures. The relative frequency response of the unknown class was similar to
that of myctophid trawl catches,4 but myctophids are not typically found over the EBS
shelf. The general shape of the frequency response (peak at 38 kHz) may indicate fish lar-
vae or macroplankton (e.g., siphonophores) containing a small, resonant gas enclosure.14


Vertical distribution patterns differed among GGMM scattering classes
(Fig. 3). Pollock and euphausiids appeared in the lower two-thirds of the water column
during the day (>95% and >97%) in 2007 and 2008, as has been reported else-
where.9,15 High18 and the unknown class occurred in the upper third of the water col-
umn (>98% and >63%) during these years. However, high18 occurred over most of
the water column, overlapping with pollock and euphausiids in 2004.


4.2 Comparison with other classification methods


The GGMM results for two known classes (pollock and euphausiids) and mixtures
containing these classes were compared with classification results based on expert clas-
sification and/or empirical multifrequency classification for pollock4 and euphausiids.15


Mean backscatter attributed to each class for each transect was regressed linearly
between methods for each year (Table 1). GGMM results generally agreed with the
expert classification of pollock in every year (Table 1) and the empirical multifrequency
classification of pollock and euphausiids in two of three years, though in all cases
GGMM estimates were lower (slope <1).


For classification challenges associated with mixed aggregations, the three
methods produced different results as illustrated in 2004 when the high18 class verti-
cally overlapped with that of pollock and euphausiids on some transects (Fig. 3). The
GGMM and expert classification for pollock agreed, but the empirical multifrequency
classification pollock results were better correlated with the GGMM pollock-high18
mixture than with GGMM pollock (Table 1). A significant amount of unlabeled data
was allocated to a pure class by the empirical multifrequency method, but split into
several pure and mixed classes by the GGMM. When combining these two classes, the
correlation improved (Table 1). Combining classes also resolved other cases of dis-
agreement (e.g., euphausiids in 2004; Table 1). Indeed, expert and empirical multifre-
quency classifications aggregated around target classes, while the GGMM classification
tended to subdivide in more classes than only the target ones.


Fig. 3. Corresponding classes obtained by the classification procedure for a representative transect during
summer 2004 (a), 2007 (b), and 2008 (c). Known classes are pollock, euphausiid, and high18. Unknown classes
correspond to outliers from a known class, mixtures of known classes, or an undiscovered class.
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5. Conclusion


Semi-supervised learning using a GGMM effectively classified multifrequency acoustic
backscatter from known and unknown species classes. The GGMM results for known
scattering classes, pollock and euphausiids, compared well with classification results
from established methods, although differences occurred when backscattering types
were mixed. The GGMM was able to create mixtures of classes, whereas expert scru-
tiny and empirical multifrequency classification assume pure classes. The main advan-
tages of the GGMM method are that (i) it can discover unknown classes while
accounting for the presence of known classes and (ii) it can include mixtures between
identified classes. To improve the GGMM method, future work should include labeled
data based on mixed aggregations, other discriminatory variables (e.g., morphological
descriptors, depth), and direct sampling of unknown scattering classes.
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Vessel-induced avoidance behaviour is potentially a major source of error in surveys of fish populations. Noise-reduced research vessels
have been constructed in an effort to minimize fish reactions to auditory stimuli produced by survey vessels. Here, measurements of
acoustic backscatter from walleye pollock (Theragra chalcogramma) made on the eastern Bering Sea Shelf from the conventional
NOAA ship “Miller Freeman” (MF) are compared with similar measurements made on the noise-reduced NOAA ship “Oscar
Dyson” (OD). As in a previous study, acoustic abundance measurements from these vessels were equivalent during daylight, when
large-scale acoustic surveying is conducted. However, significant differences were observed at night: on average, 44% more pollock
backscatter was observed from OD than MF. Observations with a free-drifting echosounder buoy suggest that the night-time discre-
pancy is attributable to a stronger behavioural response to the passage of the louder MF, and a resulting decrease in pollock target
strength. Pollock did not exhibit a strong reaction to the passage of OD. These observations are consistent with previous comparisons
of these vessels, which show that with vessel differences, a noise-reduced vessel such as OD detects more pollock.


Keywords: acoustics, noise-reduced vessel, vessel avoidance response, walleye pollock.


Introduction
Fish dive or move laterally from approaching vessels in a manner
consistent with an avoidance reaction (Olsen, 1990; Fréon and
Misund, 1999; Ona et al., 2007). Although it is unclear how wide-
spread these reactions are, vessel-induced changes in behaviour are
of concern because they have the potential to introduce biases into
the acoustic estimation of fish abundance, primarily by changing
the availability of fish to the acoustic beam or altering the orien-
tation of the fish and hence their acoustic-backscattering strength
(Olsen, 1990; Soria et al., 1996; Vabø et al., 2002; Løland et al.,
2007). Vessels produce loud sounds in the frequency range of
fish hearing (Mitson, 1995), and fish react to vessels at distances
of several hundreds of metres (Misund et al., 1996; Handegard
and Tjøstheim, 2005; De Robertis and Wilson, 2010), both of
which features suggest that underwater sound, which incurs low
propagation loss compared with other potential stimuli, is the
primary stimulus for the reactions. In response to these concerns,
proposals for maximum underwater radiated noise levels
(expressed as sound pressure measured in the far field) for research
vessels (Mitson, 1995) were formulated under the auspices of
ICES. The proposals for research vessel-radiated noise include
limits for noise emission in the hearing range of fish (,1 kHz)
aimed at reducing fish-avoidance responses, and higher-frequency


(.1 kHz) limits aimed at maximizing the performance of
acoustic instruments. The lower-frequency limits were based on
the hearing capabilities of fish with sensitive hearing (Atlantic
cod, Gadus morhua, and Atlantic herring, Clupea harengus) and
the assumption that behavioural reactions will be initiated when
fish are exposed to sound pressure 30 dB above their hearing
threshold.


Several research vessels have been built to comply with the ICES
proposals for underwater radiated noise. These noise-reduced


ships produce substantially less radiated noise than conventional,


i.e. not noise-reduced, research vessels (Mitson and Knudsen,
2003). Given that low-frequency noise reduction is an attempt


to reduce fish avoidance, it is reasonable to question whether


acoustic estimates of abundance from noise-reduced vessels are


comparable with those made with conventional vessels. The


answer can have important consequences for fisheries manage-
ment, because a bias can be introduced into abundance time-series


if fish behaviour or the vessel used to generate an abundance time-


series changes. Despite these concerns, the impact of noise


reduction of research vessels on the behavioural reactions of fish,
and the consequences for acoustic estimates of fish abundance,


remains poorly characterized (Ona et al., 2007; Sand et al., 2008;


De Robertis et al., 2010).
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Direct comparisons of acoustic estimates of fish abundance
from just two pairs of noise-reduced and conventional research
vessels have been reported to date. The first study, which compared
the noise-reduced “G. O. Sars” with the smaller, but louder, con-
ventional “Johan Hjort” (Ona et al., 2007), produced an unex-
pected result: Atlantic herring exhibited a stronger diving
response to the noise-reduced vessel, much of the reaction
taking place after vessel passage. De Robertis et al. (2008, 2010)
compared acoustic measurements of walleye pollock (Theragra
chalcogramma) from the conventional NOAA ship “Miller
Freeman” (MF) and the noise-reduced NOAA ship “Oscar
Dyson” (OD). Equivalent backscatter was observed from the
vessels during summer in the eastern Bering Sea (De Robertis
et al., 2008), which indicates no major differences in avoidance
reaction that influence acoustic abundance estimates in that case.
In contrast, consistently higher backscatter was observed from
OD than from MF in two winter comparisons in the Gulf of
Alaska (Shelikof Strait and the Shumagin Islands), suggesting a
different reaction to the vessels there (De Robertis et al., 2010).
Observations with a buoy-mounted echosounder in the
Shumagin Islands confirmed that the difference in backscatter
was attributable to reduced reactions to the noise-reduced vessel
(De Robertis and Wilson, 2010). The pollock in those locations
were distributed deeper (and farther from the survey vessel) than
those during summer in the eastern Bering Sea. No vessel differ-
ences were observed in winter in the Bogoslof area of the Bering
Sea, where the pollock were distributed even deeper (400–700 m).


At a given location, the MF and OD vessel differences were
depth-dependent, i.e. a stronger reaction was observed for the
shallowest fish, as one might expect if the reaction is caused by
vessel noise, which is highest near the vessel. However, this
depth effect was not consistent among locations: for example,
equivalent backscatter was observed by the two vessels in the
eastern Bering Sea where the fish were shallower than in other
areas in the Gulf of Alaska where there was a vessel difference.
The lack of a simple depth-dependent pattern in the comparisons
of fish reactions across comparisons of a single pair of conventional


and noise-reduced vessels demonstrates that fish reactions cannot
be predicted solely based on hearing physiology and vessel-
radiated noise as assumed in the ICES proposal and that other,
less well-understood factors, such as environmental conditions,
season, fish physiological state, and background noise, are likely
to influence how fish react to vessels.


There is a substantial fishery for walleye pollock, primarily in
the eastern Bering Sea (Bailey et al., 1999). A long time-series of
acoustic surveys is used in the stock assessment (Karp and
Walters, 1994). The surveys were conducted primarily by MF,
and OD has continued the time-series since 2007. Given the obser-
vations of pollock reactions to these vessels in other areas and the
magnitude of the potential bias introduced by vessel-dependent
avoidance behaviour, we repeated the comparison of acoustic esti-
mates of pollock abundance from the conventional MF and noise-
reduced OD in the eastern Bering Sea to confirm our previous
study in the area (De Robertis et al., 2008). We also used an instru-
mented buoy (Godø and Totland, 1996) to observe the reactions of
pollock to the approach of the two vessels directly. The goals of the
work were to (i) verify the result of De Robertis et al. (2008) that
acoustic estimates of pollock from OD and MF during summer in
the eastern Bering Sea are equivalent, (ii) characterize the behav-
ioural response of pollock when approached by the vessels, and
(iii) consider the observations in the context of previous compari-
sons of these vessels.


Methods
Study design
Acoustic backscatter recorded aboard the National Oceanic and
Atmospheric Administration (NOAA) ships “OD” and “MF”
was compared during an experiment conducted from 26 to 29
July 2008 in the eastern Bering Sea, using the same methods as
those in a previous study conducted in 2006. The methods are
described in detail in De Robertis et al. (2008) and are therefore
only covered briefly here. The experiment was conducted in the
same area as the 2006 experiment (Figure 1 Q2a), immediately after
the OD completed the 2008 pollock abundance survey.


Figure 1. Maps of the study site. (a) Location of experiments comparing the OD and the MF in the eastern Bering Sea (EBS), the Bogoslof
Island area, the Shumagin Islands, and Shelikof Strait. (b) Details of the 2008 experiment in the eastern Bering Sea, showing the side-by-side
trackline and the location of nearby trawls conducted during the echo-integration trawl survey preceding the experiment. The location of
buoy experiments and trawls conducted at each buoy deployment site are also shown. The grey dotted lines demarcate 70 and 500 m depth Q6.
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The research vessels are of similar size, but OD was built to
conform to the ICES proposals for radiated noise and therefore
produces substantially less radiated noise in the hearing range of
fish than the MF (see De Robertis et al., 2008, for detail). The
vessel comparison consisted of acoustic measurements in which
the vessels travelled side-by-side on transects offset laterally by
0.5 nautical miles (miles hereafter). The 0.5-mile vessel separation
distance was selected so that noise from MF, the louder vessel, was
not expected to dominate the radiated noise perceived by fish near
OD (De Robertis et al., 2008). The vessels switched sides, i.e. the
vessels alternated which was on the port side, at least every
50 miles. Measurements were conducted by both day and night.
Bottom depths in the study area averaged 134.1 m and ranged
from 126.3 to 151.7 m. The weather was mild, with average wind-
speeds of 6.2 m s21 (range 1.1–9.6 m s21), with wave heights of
,2 m. Vessel speed averaged 12.1 knots (range 11.3–12.7 knots).


At two sites, a free-drifting buoy equipped with a 38-kHz echo-
sounder (described in De Robertis and Wilson, 2010) was used to
observe the reactions of pollock as the vessels approached
(Figure 1b). The first deployment was conducted on 23 July
before the arrival of MF. In the second deployment, conducted
on 28 July, OD and MF took turns passing the buoy at intervals
of 15 min. These buoy observations require a homogenous distri-
bution of fish (De Robertis and Wilson, 2010), so the deployments
were conducted during the night when pollock form more evenly
distributed layers, as opposed to their patchy daylight schools.


Acoustic backscatter thought to be pollock was verified by tar-
geted fishing with a midwater Aleutian wing trawl equipped with a
1.3-cm mesh liner in the codend (Honkalehto et al., 2002). One
haul was conducted after each buoy deployment, and an
additional 26 hauls were conducted within 25 miles of the track-
line used for vessel comparison (Figure 1b) during the abundance
survey conducted before the experiment (6–22 July). The catch
was dominated by walleye pollock, averaging 98+ 3% (+s.d.)
of the trawl catch by weight. The pollock differed in size from
the 2006 experiment, with a greater abundance of pollock aged 2
(�25 cm) and 3 (�32 cm) in 2008 (Figure 2).


Vessel data collection and processing
Backscatter strength was recorded along the vessel tracks at 18, 38,
and 120 kHz using Simrad EK60 echosounders (note that refer-
ence to trade names does not imply endorsement by the
National Marine Fisheries Service, NOAA) equipped with


transducers of the same model and operated with equivalent set-
tings (see De Robertis et al., 2008, for detail). The echosounder
on-axis sensitivity was calibrated using the standard sphere
method (Foote et al., 1987), three times (2 June, 11 July, 31
July) for OD and twice (25 and 31 July) for MF. The average
gain resulting from these calibrations was used in subsequent
data analyses. These repeat calibrations (Figure 3) provide a
measure of the uncertainty attributable to calibration: if we had
chosen to apply any of the individual calibrations instead of the
mean value, we would expect a deviation of up to 5% in measured
sA, depending on the frequency. Calibration precision at 38 kHz,
which is the primary frequency used to estimate pollock backscat-
ter, was within 3% of the mean value used in this study.


Backscatter was allocated to two classes representing a near-
surface layer of unknown composition, and a deeper layer of
walleye pollock (cf. De Robertis et al., 2008; their Figure 3).
Backscatter from walleye pollock was restricted to ≥3 m above
the seabed so that the results would conform to the data used
for stock-assessment purposes (Wespestad and Megrey, 1990).
An Sv integration threshold of –70 dB re 1 m21 was applied at
18 and 38 kHz, and a –60 dB re 1 m21 threshold was used at
120 kHz, to suppress low intensity but persistent backscatter
from zooplankton. The nautical-area scattering coefficient
(sA, m2 nautical Q3mile22, defined in MacLennan et al., 2002) was
averaged 0.1 mile along-track and 1 m deep.


Statistical analysis of echosounder data
Acoustic measurements were averaged into 5-mile elementary
distance sampling units (EDSUs). To minimize variability, only
those EDSUs in which both vessels observed an average sA of
.20 m2 mile22 at the frequency in question, and those where
the mean bottom depth observed by both vessels differed by
,2%, were used in further analyses. This resulted in a frequency-
dependent sample size, with 103/99/102 suitable EDSUs for
pollock at 18/38/120 kHz, respectively. Scattering from the near-


Figure 2. The size distribution of pollock observed in the acoustic
surveys conducted near the 2006 and 2008 vessel-comparison
experiments in the eastern Bering Sea.


Figure 3. Precision of on-axis calibrations and their implications for
backscatter measurement. Each point represents the effect of using a
single on-axis sphere calibration of sA measurements compared with
applying the mean integration gain from all calibrations combined
(as has been done in this study). Results are expressed as
percentage deviation = (2(Gain − Gain)/Gain) × 100, where Gain
corresponds to the integration gain in linear units. This calculation
accounts for the two-way effects of integration gain on backscatter
measurements. For the OD 120 kHz, only two symbols are visible,
because two symbols overlap.
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surface layer was strongly frequency-dependent, and 91/70/29
EDSUs passed these criteria at 18/38/120 kHz, respectively.


We applied the method of Kieser et al. (1987) to estimate the
ratio of pollock backscatter observed by OD and MF. The
echo-integration measurements were modelled as


sA,i,j = aj ri 1i,j, i = 1, . . . , n, j = OD,MF, (1)


where sA,i,j is the nautical-area scattering coefficient recorded at
EDSU i by vessel j, ri the fish areal density at EDSU i, aj a vessel-
specific scaling factor, and 1i,j the lognormally distributed random
noise. The vessel ratio R ¼ aOD/aMF is defined as the ratio of the
biases produced by the vessels and can be used to scale backscatter
measurements between vessels (i.e. sA,OD ¼ sA,MFR). R can be
derived from the difference in observed backscatter:


di = ln(sA,i,OD) − ln(sA,i,MF) = ln(aOD) − ln(aMF) + ei, (2)


where ei = ln(1i,OD) − ln(1i,MF) is normally distributed random
noise, and


R = exp(�d), (3)


where �d = n−1
∑n


i=1 di is an unbiased estimate of R. Assuming no
autocorrelation in di, the 95% confidence interval (CI) for R is
exp(�d + tn−1,0.025 sdn−0.5), where tn−1,0.025 is the 2.5% quantile of
the t-distribution with n 2 1 degrees of freedom, and sd is the
standard deviation of di. The first lag autocorrelation of di was
0.11 (p . 0.05), which indicates that the assumption of no
autocorrelation in di is largely met.


We computed a series of statistics to characterize the depth dis-
tribution of pollock observed with each vessel. The mean weighted
depth (mwd) of pollock for each EDSU was calculated as


mwd =
∑


D DsA,D∑
D sA,D


, (4)


where D is depth (m) and sA,D is the sA in the depth interval from
D 2 1 to D. In addition, the p% depth quantiles qp (p¼ 10, 20, . . . ,
90) of the pollock vertical distribution were calculated by linear
interpolation between D+ and D+ 2 1, where D+ is the shallowest
depth, such that


∑D+


D=16


sA,D . 0.01p
∑Dmax


D=16


sA,D. (5)


The qp depth quantile is therefore the minimum depth above
which p% of the pollock were found in a particular EDSU.
Vessel differences in pollock depth distribution were expressed as
mwdOD 2 mwdMF, for mwd or qp,OD 2 qp,MF for quantiles of
the depth distribution.


Buoy observations
On two occasions, we used an instrumented buoy to observe the
reactions of pollock as the vessels approached and passed the
buoy directly. The buoy (described in De Robertis and Wilson,
2010) contains a Simrad EK60 38 kHz echosounder, with a trans-
ducer suspended 22.5 m below the surface. The shipboard 38 kHz
echosounders were turned off to avoid interference with the buoy
echosounder. After the buoy was deployed and drifting over an


aggregation of pollock, the vessels approached the buoy from
1 mile away, passed within �5 m of the buoy, and continued
along this track for 1 mile. Both deployments were conducted
during darkness, when the pollock were more evenly distributed.
OD conducted a trawl targeting the pollock aggregation at each
site. Pollock accounted for .99.8% by weight and numbers in
the catch at both locations. Pollock aged 2 dominated the catch,
with a mean length of 25.5 cm at the first deployment site and
24.5 cm at the second.


The first deployment was before the arrival of MF at the study
site, and OD made 14 runs at the buoy. During the second deploy-
ment, OD and MF took turns making runs at the buoy, each
making seven passes. For each passage of the buoy, each vessel con-
ducted a rectangular track which included one transect 2 miles
long at the latitude of the buoy, and another one 1 mile north of
the buoy. This pattern allowed the extraction of 14 × 2-mile trans-
ects in which the observations from the vessel echosounders could
be compared (see De Robertis and Wilson, 2010, for detail). Vessel
speeds averaged (+s.d.) 11.7+ 0.2 knots during the first deploy-
ment, and 11.6+ 0.3 knots during the second. During both exper-
iments, a vessel passed the buoy every 15–20 min.


Analysis of the acoustic data from the buoy followed the
methodology described in De Robertis and Wilson (2010).
Observations at the time of the vessel’s closest point of approach
(CPA) to the buoy were compared with those during a reference
period before CPA when the pollock were likely undisturbed.
The time-series of sA from the buoy echosounder was smoothed
with an 11-s running mean to reduce temporal variability.
Following previous studies (e.g. Vabø et al., 2002; De Robertis
and Wilson, 2010), observations during passage were taken as
CPA+ 3 s, and the reference period was taken as 158–88 s
before the CPA.


To describe the change in backscatter associated with vessel
passage, the vessel-avoidance coefficient (vasA


; cf. Vabø et al.,
2002) for each vessel pass i was computed as


vasA,i =
sA,pass,i


sA,ref ,i
, (6)


where sA,pass,i is the sA observed during vessel pass i, and sA,ref,i is
the sA observed during reference period i. The results were sum-
marized by computing the mean and 95% CIs over all passes on
natural log-transformed ratios, then back-transforming these
quantities.


We also tested for changes in pollock depth distribution associ-
ated with vessel passage. The mean weighted pollock depth (mwd)
for each reference period and vessel passage was calculated follow-
ing Equation (3). The difference between the mwd at passage and
the reference period was computed as follows:


vamwd,i = mwdref,i − mwdpass,i. (7)


The change in depth was summarized by computing the mean and
95% CIs of vamwd over all approaches.


Vessel observations during buoy observations
Vessel echosounder observations from the second buoy deploy-
ment were compared, to test whether differences in pollock back-
scatter during the experiment were observable. Observations on
the 14 transects were compared pairwise to test for vessel differ-
ences in acoustic observations (cf. De Robertis and Wilson,
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2010), estimating the vessel ratio R [Equation (3)] and the vessel
difference in pollock mwd (i.e. mwdOD 2 mwdMF) for each
vessel pass.


Conditions during that period were favourable for an analysis
of the target strength (TS) of individual fish. For each transect,
the median backscattering cross section, median sbs, for single
targets observed with a minimum target strength of 270 dB was
computed for all single targets deeper than 35 m (sbs is a linear
measure of TS; MacLennan et al., 2002). Single targets shallower
than 35 m were excluded, to remove the influence of targets in
the near-surface layer that were unlikely to be from pollock.
Single-target echoes were identified by the single-target detector
of the EK60 (a modification of Ona, 1999), with the same
(default) parameters used aboard both vessels.


Results
Vessel ratio
The vessel ratio, R, for pollock revealed a strong diel effect, with
significantly higher mean values of R by night than by dayQ4
(Figure 4a; t-test, p , 0.005 at all frequencies). By day, the CIs
for R included 1.0 at all frequencies, but at night, R values were
much higher (range 1.24–1.44, depending on frequency), with
95% CIs that did not include 1.0. For example, at 38 kHz, the
primary frequency used in pollock surveys, the mean value of R
for pollock at night was 1.44, which means that OD detected an
average of 44% more pollock backscatter than MF at night. In con-
trast to pollock, the value of R for the near-surface scattering layer
was equivalent by day and night (t-test, p . 0.30 at all frequen-
cies). The value of R for the surface layer varied by frequency
(Figure 4b), with 95% CIs that just excluded 1.0 at 18 and
38 kHz (the lower bound of 95% CI in both cases was 1.00).


The R-value for individual depth strata was consistently higher
by night than by day (compare the results for the same depths in
Figure 5a and b). By day, the value of R for individual strata was
close to 1.0, with just one stratum having CIs that excluded 1.0.
In contrast, the R-value at night was strongly depth-dependent,
with values higher in shallower strata. For pollock between 60
and 80 m deep, OD detected an average of .2 times more


pollock backscatter than MF, and the mean value tended to
decease with depth (Figure 5b). At night, significant differences
persisted over all strata up to the maximum observation depth
of 140 m (i.e. the 95% CI consistently excluded 1.0). Pollock
were distributed shallower at night (mwd 106.7 m; Figure 5)
than at day (mwd 116.0 m; Figure 5).


Vertical distribution
There was no vessel difference in the vertical distribution of
pollock backscatter by day or night (Figure 6; t-test, p . 0.05 in
both cases). Although not significantly different, the pollock
detected by OD tended to be skewed shallower (i.e. negative
values in Figure 6), particularly at night. The depth of the seafloor
in our observations was consistently �0.5 m deeper for OD than
MF (as previously observed in measurements on randomized
transects by De Robertis et al., 2010). This difference may be
due to inaccuracy in the assumed nominal vessel draft or differ-
ences in transducer pointing angles. This result indicates that the
OD may slightly overestimate the range to a target compared
with the MF, which would mean that the degree to which OD
detects shallower pollock is �0.5 m greater than that shown.
However, an adjustment of this magnitude would not change
the inference of no significant difference in fish depth distribution
observed by the vessels.


Buoy echosounder observations
OD passed the buoy 14 times during the first experiment, with
little evidence of disturbing the fish layer either before or after
vessel passage during the first buoy deployment (Figure 7a). The
mean value of vasA


was 0.99 with a 95% CI of 0.82–1.18
(Figure 8a). The mwd of pollock was also similar during the refer-
ence period and at vessel passage; vamwd was –0.6 m (95% CI 1.7–
0.5 m). The relatively small CIs in this experiment were likely
attributable to the relatively uniform distribution of fish under
the buoy.


OD and MF took turns passing the buoy during the second
experiment. Visual inspection of the echograms gave the
impression of little or no reaction to OD, but in some cases,
there was potentially a response to MF (compare Figure 7b and c,
which are 17 min apart). Overall, potential reactions to MF, i.e.
a decrease in backscatter and a deepening of the pollock layer
associated with passage, were observed in four of seven passes,
and in none of the passes by OD, consistent with the mean
values of vasA


(Figure 8a). In addition, there was an indication
of a deeper vertical distribution of pollock when they were
approached by MF (Figure 8b), suggesting that the fish may
have exhibited a stronger response to the passage of MF, with
less and deeper pollock backscatter on average being detected by
the buoy during MF passage than during the reference period.
However, during that experiment, the changes in pollock backscat-
ter between vessel passage and the reference period were highly
variable. This is likely attributable to temporal changes in the
mean backscatter observed as the buoy drifted over the patchy
fish aggregations. The confidence intervals of vasA


did not
exclude 1.0, and vamwd did not exclude zero for either vessel
(Figure 8), indicating that the buoy observations of pollock back-
scatter strength and mean depth did not differ significantly
between the reference period and the CPA for either vessel.


Figure 4. Vessel echosounder backscatter ratio (OD/MF) with 95%
CIs for the side-by-side transects: (a) pollock backscatter and
(b) near-surface backscatter. Results by day and by night are shown
separately for pollock because there is a significant difference in the
ratios. Estimates where the lower CI exceeds 1.0 demonstrate that the
OD detects significantly more pollock backscatter than the MF.
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Vessel echosounder observations during buoy
experiment
Observations from the vessel-mounted echosounders during the
second buoy experiment were consistent with greater pollock
reactions to MF than to OD. The latter detected significantly
more pollock backscatter than the MF (paired t-test on ln(sA),
p , 0.005 for both frequencies). The average vessel ratio (sA,OD/sA,MF)
was 1.31 at 18 kHz and 1.41 at 120 kHz (Figure 9a). The pollock
mwd for OD and MF was similar (Figure 9b, paired t-test on
mwd not significant for both frequencies). The median sbs for
single targets detected shallower than 125 m was significantly
higher for the OD than for the MF (paired t-test on transect


median sbs, p , 0.01 for both frequencies). Single targets were
distributed throughout the water column, with mean target
depths ranging from 52 to 82 m, and �90% of single targets
at depths shallower than 102 m. The median value of sbs was
1.9× higher for targets detected by the OD at 18 kHz and
3.4× higher for targets detected at 120 kHz (Figure 9c).


Discussion
The paired echosounder measurements indicate that walleye
pollock were respond differently to OD and MF by day and
night. During daylight, measurements of acoustic backscatter
from the vessels were similar, supporting the conclusion of


Figure 5. Vertically stratified 38-kHz vessel echosounder ratio (OD/MF) for (a) daylight and (b) night-time measurements. Each dot depicts
the mean with 95% CIs, plus the first and third quartiles (the ends of the grey box). A vessel ratio of .1.0 indicates that the OD detected more
pollock than the MF. The term total refers to the vessel ratio R averaged over the entire water column (cf. Figure 4). For each depth layer, only
cases where the pollock sA exceeded 20 m2 mile22 in the EDSU and 1 m2 mile22 in the 10-m depth layer for both vessels were included. The
number of samples is indicated by the white bars on the left. The vertical distribution of sA for all EDSUs used to compute the water column
vessel ratio R is given on the right (black bars; results averaged over both vessels).


Figure 6. Boxplots of vessel differences in observed depth distribution. The quantile depth (i.e. the vessel difference in pollock depths for a
given fraction of the population), the mwd of all observed pollock backscatter, and the depth of the seabed (seafloor) at 38 kHz are shown for
(a) daylight and (b) night-time measurements. The depth difference is presented for the depth at which increasing proportions or quantiles of
the population are found, starting from the surface. For a given 5-mile EDSU, the qn% quantile is the shallowest depth above which n% of the
total pollock sA is encountered. The median with 95% CIs, plus the first and third quartiles (the ends of the grey box), is shown.
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De Robertis et al. (2008) that daylight acoustic-trawl surveys for
pollock would produce similar results whichever of MF or OD
was used to conduct the survey. In contrast, a substantial vessel
discrepancy in pollock abundance was observed at night, with
OD detecting an average of 44% more pollock backscatter than
MF. These observations we attribute to differences in behaviour
rather than to instrument performance, because a bias (e.g. in cali-
bration) would not explain the diel difference or the smaller vessel
ratio for the near-surface backscatter, which did not exhibit a diel
difference. The depth distributions of pollock were apparently
similar irrespective of vessel, with pollock distributed �10 m
deeper by day than by night. Although vessel reactions are often
depth-dependent (Vabø et al., 2002; De Robertis et al., 2010),
the shallower night-time distribution cannot be used to explain
the higher value of R at night, because the depth-stratified values
were close to 1 at all depths by day and .1 and decreasing with
depth at night. The observed discrepancy between the day and
the night value of R is therefore largely attributable to a diel differ-
ence in how the fish react to the vessels, rather than to a change in
vertical distribution.


Taken together, the concurrent observations from the buoy and
the vessels suggest that that pollock reacted differently to OD and
to MF, but did not exhibit strong reactions to OD. During the first
experiment, when OD passed the buoy, there was no evidence that
OD caused a reduction in pollock backscatter or a diving response
when it passed the buoy, as is often observed when fish react to
approaching ships (Olsen, 1990; Vabø et al., 2002; Ona et al.,
2007). High precision was observed among repeat passes. This is
an important complement to the side-by-side measurements,
because vessel comparisons allow for precise estimates of R by
averaging over many pings, but do not allow for direct observation
of behaviour, or absolute comparison of vessels (e.g. R cannot be
used to distinguish between a case where there is notable avoid-
ance of both vessels and little avoidance of both vessels).


During the second experiment, when OD and MF took turns
passing the buoy, the results suggested an increased reaction to
MF. In four of seven passes, MF seemingly disturbed the pollock
under the buoy, causing a decrease in backscatter, but when OD
passed, there was no obvious reaction. Although the observations
from the buoy echosounder did not show a statistically significant


Figure 7. Echograms from the acoustic buoy during passage of (a) the OD during experiment 1, (b) the OD during experiment 2, and (c) the
MF during experiment 2. The time at which the vessel passed closest to the buoy is shown by the orange line, and vertical lines demarcate
intervals of 30 s. The backscatter visible as persistent horizontal marks ,50 m (backscatter from a calibration sphere and a side lobe detecting
the transducer rigging) was excluded from analysis.


Figure 8. Acoustic buoy observations of changes in (a) acoustic backscatter strength (vasA
), and (b) depth distribution (vamwd) of walleye


pollock between the reference period and the closest point of approach of the vessel to the buoy. The mean and 95% CIs are shown.
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reaction to either vessel, simultaneous observations from the
vessel-mounted echosounders confirm that pollock responded dif-
ferently to the approach of OD and MF. This was not unexpected,
because shipboard measurements are inherently less variable,
being derived by averaging over much longer periods than from
the buoy, which compare only a few seconds from each pass. As
observed in a similar experiment in the Shumagin Islands
(De Robertis and Wilson, 2010), OD detected significantly more
backscatter and a greater TS of individual pollock than MF. The
mean value of R during the experiment was 1.31 at 18 kHz and
1.41 at 120 kHz, similar to the value observed during side-by-side
transects at night. Acoustic backscatter from fish with swimblad-
ders such as pollock depends greatly on orientation (Nakken
and Olsen, 1977; Hazen and Horne, 2004), and the lower value


of TS detected by MF is likely attributable to a change in orien-
tation as the pollock reacted to the vessel (Olsen, 1990; Barange
and Hampton, 1994; De Robertis and Wilson, 2010).


In the 2006 vessel-comparison experiment in the eastern Bering
Sea, a vessel-specific depth distribution of pollock was observed in
a follow-the-leader configuration: MF observed pollock deeper
when OD was in front (De Robertis et al., 2008), whereas the
depth distributions were not different when the vessels were side
by side or when MF led. This result was inferred to be consistent
with a diving response to the noise-reduced vessel, in which the
reaction occurs primarily after the vessel had passed over the
fish, as has been reported by Ona et al. (2007) for herring.
Although we did not repeat the follow-the-leader transects in the
recent experiment, the more direct echosounder buoy obser-
vations of pollock reactions in the eastern Bering Sea (this
paper) and in the Shumagin Islands (De Robertis and Wilson,
2010) do not corroborate this inference. Rather, the buoy obser-
vations suggest that the responses to OD were negligible in an
absolute sense and that when there were differences in reaction,
pollock reacted more strongly to the passage of MF than to that
of OD.


Comparisons of OD and MF have now been conducted in four
areas where acoustic-trawl surveys are regularly conducted off
Alaska, with the experiments in the eastern Bering Sea repeated
in 2006 and 2008 (Figure 10). The daylight observations in the
eastern Bering Sea reported here are consistent with the previous
observations that the value of R in this area is �1 during daylight
(De Robertis et al., 2008). A re-analysis of the limited night-time
measurements (15 consecutive 5-mile EDSUs; see De Robertis
et al., 2008) from the 2006 experiment in the eastern Bering Sea
indicates that there was also a diel difference then, with a vessel
difference at night but not by day (Figure 10). In 2006, the OD
detected an average of 24% more pollock backscatter than the
MF, whereas the OD detected 44% more backscatter in 2008.
This discrepancy in the 2006 and 2008 night-time vessel ratios
may be related to the age distribution of pollock, because juvenile
pollock were abundant in 2008, but not in 2006. Diel differences in
the value of R vary with location and/or time of year: comparison
of these vessels in other areas where pollock are surveyed during
winter (Shumagin Islands, Shelikof Strait, Bogoslof Island) did
not identify a diel change in R (De Robertis et al., 2010), as
observed during summer in the eastern Bering Sea.


Overall, in all situations where a significant vessel difference
was observed, OD detected more pollock than MF, implying a
weaker avoidance reaction to the noise-reduced vessel
(Figure 10). The OD detected more pollock in the eastern
Bering Sea at night. Measurements on winter prespawning
pollock aggregations revealed that in two areas with shallower
walleye pollock distributions (Shumagin Islands, fish depths
�100–200 m, and Shelikof Strait, 200–300 m), the OD detected
�31 and �13% more pollock biomass as a result of the different
fish-avoidance behaviour between vessels (Figure 10). In the
Bogoslof area, where pollock are distributed deeper (at 400–
700 m), acoustic estimates from the OD and the MF were not
significantly different (Figure 10).


This day/night difference in vessel ratio R in the Bering Sea was
not observed in the other locations where pollock reaction to the
two vessels was studied (De Robertis et al., 2010). In addition,
the pattern in vessel differences among sites cannot be explained
by fish depth alone; in the Bering Sea in summer, pollock are at
the shallowest of any of the areas tested, but there is no vessel


Figure 9. Comparison of acoustic measurements from the vessels
during the second buoy experiment. (a) Ratio (R) of the mean
pollock sA observed by the OD and the MF. (b) Vessel difference in
pollock mwd. (c) Ratio (OD/MF) of median backscattering cross
section (sbs) for single targets detected shallower than 125 m.
Results are shown for both 18 and 120 kHz echosounders. The
horizontal lines within the boxes represent the median values, the
lower and upper boundaries of the boxes demarcate the 25th and
75th percentiles, and the vertical lines the 10th and 90th percentiles
of values observed in individual transects. The results of t-tests
testing the null hypothesis of no vessel difference are given (see text
for detail).
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difference by day. At other locations, e.g. the Shumagin Islands and
the Shelikof Strait, pollock are deeper, but the OD detected signifi-
cantly more than the MF. In all areas where there was a vessel differ-
ence, the value of R decreased with fish depth, consistent with a
response to a stimulus propagating from the vessel at the surface.


The two existing comparisons of conventional and noise-
reduced research vessels have reported conflicting results: Ona
et al. (2007) reported that herring reacted almost twice as much
to the noise-reduced “G. O. Sars” than to the conventional
“Johan Hjort”, with much of the reaction after vessel passage. In
contrast, comparisons of MF and OD indicate that vessel ratios
are variable, but when there are differences, the reaction is less
to OD, the noise-reduced vessel. In interpreting these results,
one needs to keep in mind the fact that the proposals that led to
the construction of noise-reduced vessels (Mitson, 1995) were
largely an attempt to influence how fish react to acoustic stimuli
from vessels, rather than to make the vessels imperceptible. The
proposals assumed that vessel noise (defined as sound pressure)
30 dB above the hearing threshold of fish would trigger a reaction.
Under conditions of low background noise, fish such as walleye
pollock with well-developed hearing can detect noise-reduced
vessels at ranges �100 s of metres (Mann et al., 2009). Hence,
noise reduction is not an attempt to make a vessel imperceptible
to the fish being surveyed, but rather an attempt to influence
how the fish react to the acoustic stimuli produced by the vessel.


The factors that influence how and why fish react to approach-
ing vessels remain obscure. Fish often react to low-frequency
sounds (Sonny et al., 2006; Sand et al., 2008), and reactions to
sound depend on the information content of a signal, not just
its absolute level (Schwartz and Greer, 1984; Engås et al., 1995;
Doksæter et al., 2009). Many animals, including fish, respond to
human-induced disturbances as though the disturbances represent
a predator (Frid and Dill, 2002), and responses to predation risk
may provide a useful analogy, because vessel-avoidance reactions
by fish are likely to be triggered by stimuli perceived as a predatory
threat. Many factors related to environmental conditions or the


internal state of fish and other animals, such as feeding history,
maturity state, or exposure to predators, affect how animals
respond to a predation risk (Lima and Dill, 1990; Lima, 1998).
For example, feeding history and encounters with predators
affect anti-predator behaviour; hungry organisms and those with
little recent exposure to predators tend to be less risk-averse. In
addition, the transmission of stimuli produced by a vessel to the
fish depends on background noise, characteristics of the seabed,
environmental conditions, and the relative locations of the vessel
and the fish (Urick, 1982). Hence, the physiological state and
recent experience of a fish, as well as the characteristics of the
stimuli produced by a specific vessel and the factors affecting the
transmission of stimuli, are likely to influence the reactions of
fish to an approaching vessel.


Given the potential for complex interactions of multiple factors
likely influencing decision-making by fish approached by vessels, it
is unsurprising that current understanding of vessel avoidance is
insufficient to explain the results of comparisons of noise-reduced
and conventional vessels. For example, the heightened reaction of
herring to a noise-reduced over a conventional vessel (Ona et al.,
2007), and the diel difference in reactivity of pollock to the MF and
the OD in the Bering Sea, could not have been predicted a priori
based on current understanding of how fish react to approaching
vessels. Decision-making by animals is complex, so it will be extre-
mely difficult to make predictions of avoidance behaviour that are
sufficiently reliable to correct abundance measurements.


For the practical purpose of identifying and correcting survey
biases, measurement of the impacts of behaviour on acoustic
measurements is likely to be more tractable than accurately pre-
dicting the behaviour. Further development and adaptation of
methods used to study the impacts of behaviour on acoustic
measurements, such as measurement of Doppler shift (Holliday,
1974; Zedel et al., 2003), the use of sonar (Soria et al., 1996;
Patel and Ona, 2009), horizontally pointed beams (Drastik and
Kubecka, 2005), stationary echosounders (Olsen, 1990; Ona
et al., 2007), and vessel comparisons (Fernandes et al., 2000;


Figure 10. Summary of all vessel comparisons of the OD and the MF on walleye pollock backscatter (this study; De Robertis et al., 2008, 2010).
Vessel ratios R (OD/MF) with 95% CIs for 38 kHz pollock backscatter are shown for each experiment. Day and night results are shown
separately for the eastern Bering Sea (EBS), because there is a significant diel difference in that area only. Estimates where the lower confidence
bound exceeds 1.0 indicate that the OD detects significantly more pollock backscatter than the MF. The approximate depth range of the
walleye pollock in each experiment is shown in grey.
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De Robertis et al., 2008, 2010) will likely lead to advances in our
ability to quantify the impacts on abundance estimates of fish reac-
tions to approaching vessels. The challenge will be to adapt these
methods, which have been applied mainly in small-scale studies
and restricted circumstances, i.e. under specific fish-aggregation
patterns, to large-scale acoustic surveys, so that reactions to a
vessel can be monitored routinely throughout a survey.


When conducting an acoustic survey, the reactions of fish to the
vessel do need to be considered. For acoustic surveys of walleye
pollock, this and previous studies (De Robertis and Wilson,
2008Q5 ; De Robertis et al., 2010) have led to the conclusion that,
in some situations, the noise-reduced OD detects more backscatter
from walleye pollock than the conventional MF. The current study
was designed to detect vessel-specific behaviour rather than to
determine the stimuli that cause such behaviour, but radiated
noise is a reasonable hypothesis because the OD emits substan-
tially less noise than the MF over the hearing range of pollock
(De Robertis et al., 2008; Mann et al., 2009). However, the form
of the relevant acoustic stimulus is unclear; consideration of
vessel noise has focused primarily on sound pressure as measured
in the far field, but other acoustic stimuli such as low-frequency
particle motion may be more relevant to fish-avoidance reactions,
particularly in the nearfield (Sand et al., 2008). The diel and
regional differences in avoidance behaviour reported here
suggest that surveys can be timed for when and where the stock
is least reactive, e.g. for walleye pollock in the eastern Bering
Sea, during daylight. Overall, vessel-specific differences cannot
be explained easily, likely because of the many interacting factors
influencing the response. Nevertheless, it is clear that there is
potential for a vessel effect, and biases may be introduced into a
survey time-series when survey vessels are replaced (or if fish
change their behaviour to the same vessel). To minimize these
biases, new methods need to be developed to estimate the
impact of behavioural reactions by fish to a survey vessel
continuously.
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Development and application of an empirical
multifrequency method for backscatter
classification


Alex De Robertis, Denise R. McKelvey, and Patrick H. Ressler


Abstract: We evaluated the feasibility of identifying major acoustic scatters in North Pacific ecosystems based on empiri-
cal measurements of relative frequency response. Acoustic measurements in areas where trawl catches were dominated by
single taxa indicated that it might be possible to discern among key groups of scatterers such as fish with gas-filled swim-
bladders, euphausiids, myctophids, and jellyfish. To establish if walleye pollock (Theragra chalcogramma), a key species
in the ecosystem, can be separated reliably from other groups under prevailing conditions, we developed a method based
on the normal deviate (or Z score) to identify backscatter consistent with the pollock relative frequency response. We eval-
uated the performance of the method by comparing it with the traditional method of species identification (i.e., directed
trawl catches and subjective interpretation of echograms) during five large-scale acoustic surveys of the eastern Bering
Sea. Pollock abundance estimates employing the multifrequency method were highly correlated with those using the tradi-
tional method, which indicates that the multifrequency method performs well in this situation. In this environment, multi-
frequency methods will allow more inferences to be drawn when direct sampling of organisms is limited and will also
complement existing abundance surveys by improving species classification and providing information about key nontarget
species.


Résumé : Nous évaluons la faisabilité d’identifier les principales rétrodiffusions acoustiques dans les écosystèmes du Paci-
fique Nord, d’après des mesures empiriques des fréquences relatives des réponses. Les mesures acoustiques dans les ré-
gions dans lesquelles les prises au chalut sont dominées par un seul taxon indiquent qu’il devrait être possible de discerner
les groupes principaux d’organismes responsables de la rétrodiffusion, tels que les poissons avec vessie natatoire remplie
de gaz, les euphausiidés, les myctophidés et les méduses. Afin d’établir si la goberge de l’Alaska (Theragra chalco-
gramma), une espèce dominante de l’écosystème, peut être distinguée de façon fiable des autres groupes dans les condi-
tions actuelles, nous avons mis au point une méthode basée sur l’écart normal (ou cote Z) pour identifier la rétrodiffusion
correspondant aux fréquences relatives des réponses de la goberge. Nous avons évalué la performance de la méthode en la
comparant avec la méthode traditionnelle d’identification des espèces (c’est-à-dire des récoltes dirigées au chalut et une in-
terprétation subjective des échogrammes) durant cinq inventaires acoustiques à grande échelle dans l’est de la mer de Bé-
ring. Il existe une forte corrélation entre les estimations de l’abondance des goberges de l’Alaska basées sur la méthode
des fréquences multiples et celles tirées de la méthode traditionnelle, ce qui indique que la méthode des fréquences multi-
ples fonctionne bien dans les circonstances. Dans cet environnement, les méthodes des fréquences multiples permettront de
faire plus de déductions lorsque l’échantillonnage direct des organismes est restreint et elles viendront compléter les inven-
taires actuels d’abondance en améliorant la classification des espèces et fournissant des renseignements sur les espèces im-
portantes non ciblées.


[Traduit par la Rédaction]


Introduction


Acoustics is widely used for remote sensing of marine
zooplankton and nekton (e.g., Holliday and Pieper 1995;
Simmonds and MacLennan 2005). This approach offers
many advantages for studies of the distribution and behavior
of aquatic animals, including continuous sampling of large
volumes of water and high-resolution measurements of ver-
tical distribution and aggregation structure. The methodol-


ogy for quantifying acoustic backscatter from echosounders
is well developed (reviewed in Simmonds and MacLennan
2005). One of the major challenges in the use of acoustics
in this context is the conversion of acoustic backscatter to
biologically relevant information such as species composi-
tion and body size (Holliday and Pieper 1995; MacLennan
and Holliday 1996; Horne 2000). The traditional approach
to species identification (hereafter referred to as the tradi-
tional identification method) has been to combine acoustic
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measurements with information from trawls or optical in-
struments and visual interpretation of echograms to interpret
acoustic backscatter (e.g., McClatchie et al. 2000; Jech and
Michaels 2006).


It has long been recognized that acoustic backscatter
strength from zooplankton and fish is frequency-dependent
and that this frequency dependence can be used to make in-
ferences about the species composition and size distribution
of the acoustic scatterers (reviewed in Holliday and Pieper
1995; Jech and Michaels 2006). As a result, broadband
acoustic measurements (e.g., Simmonds et al. 1996; Zakha-
ria et al. 1996) or, more commonly, narrowband measure-
ments at multiple frequencies (e.g., Greenlaw 1979) have
been used to make inferences about the identity of acoustic
scatterers. Much of the early development of multifrequency
acoustics was conducted in the context of zooplankton stud-
ies. In the frequency range commonly used (10s to 100s of
kHz), zooplankton backscatter is highly frequency- and size-
dependent, as these small organisms span the transition from
Rayleigh to geometric scattering, which is not the case for
larger fish with swimbladders (Holliday and Pieper 1995;
Horne and Jech 1999; Horne 2000). Multifrequency ap-
proaches to backscatter classification have recently prolifer-
ated in the fisheries acoustics community due to
(i) increased interest in information about species that are
not subject to commercial fisheries (Pikitch et al. 2004; Ko-
slow 2009) and (ii) increased availability of instrumentation,
methods, and software for multifrequency acoustic measure-
ment via multiple narrowband echosounders (Higginbottom
et al. 2000; Korneliussen and Ona 2002; Korneliussen et al.
2008). This has led to the implementation of a diverse range
of approaches using the difference in backscatter measure-
ments at multiple frequencies (i.e., the relative frequency re-
sponse) to improve acoustic species identification
(Korneliussen and Ona 2003; Lavery et al. 2007; Benoit-
Bird 2009). Substantial progress has been made, but the util-
ity and effectiveness of any particular approach is situation-
dependent: classification success depends on the species
composition, relative abundance, relative frequency re-
sponse, and spatial overlap of the species assemblage
present in the environment.


Objective assessment of the effectiveness of multifre-
quency species identification methods under realistic condi-
tions remains a challenge. The primary difficulty is that only
a small subset of acoustic measurements can be verified
with other sampling methods. Additionally, there can be
substantial uncertainty even where verification of the species
present is attempted because of sampling biases (McClatchie
et al. 2000). In practice, many assessments of classification
efficacy have relied on case studies of small data sets (e.g.,
comparison of trawl ground-truthed echograms). However,
these data sets may not be representative of the conditions
encountered during a survey in general, as there may be spa-
tial or temporal changes in the extent to which organisms
overlap or lower signal-to-noise ratios (SNR) in the survey
measurements than in the case study. Notable exceptions to
this are the studies of Jech and Michaels (2006), who com-
pare the results of a multifrequency method with the results
of multiple acoustic surveys, and Anderson et al. (2007),
who provide a statistical measure of classification certainty.


Here, we evaluate the potential for use of multifrequency


backscatter classification methods to improve interpretation
of acoustic backscatter during long-standing acoustic-trawl
surveys of walleye pollock (Theragra chalcogramma, here-
after referred to as pollock) in Alaska, USA. During these
surveys, acoustic backscatter measurements are allocated to
species based on the examination of echograms by experi-
enced analysts and targeted trawling of aggregations with
pelagic and bottom trawls (e.g., Karp and Walters 1994;
Honkalehto et al. 2002). The approach taken here is empiri-
cal: we extract the relative frequency response from single-
species aggregations sampled concurrently with acoustics
and a trawl. We then develop a multifrequency method
based on the normal deviate, or Z score, with which we
compare unclassified acoustic measurements with the rela-
tive frequency response of trawl ground-truthed organisms.
Finally, we assess the efficacy of the Z-score method by
comparing pollock abundance estimates based on traditional
species identification methods (i.e., trawling and echogram
interpretation) with those based solely on the Z-score sum-
mary of relative frequency response during five large-scale
surveys of the eastern Bering Sea shelf.


Materials and methods


Data collection
Concurrent acoustic measurements and trawl hauls were


used to estimate the frequency response in areas where
backscatter was dominated by a single taxonomic group.
Measurements were made in the eastern Bering Sea and
Gulf of Alaska during 13 echo integration-trawl surveys of
pollock conducted from 2004 to 2007 aboard the NOAA
ships Miller Freeman or Oscar Dyson. Acoustic backscatter
was measured at 18, 38, 120, and 200 kHz with Simrad
EK60 echosounders (for details, see De Robertis et al.
2008). A 70 kHz EK60 was installed on Oscar Dyson in
2007 and operated during one cruise. During some cruises
in 2004 and 2005, a Simrad EK500 echosounder was used
to measure 38 kHz backscatter. Echosounders were operated
at power levels recommended to minimize harmonic distor-
tion (Tichy et al. 2003; Korneliussen et al. 2008) and were
calibrated at the start and end of each cruise. The spatial
and physical characteristics of the measurements at different
frequencies were as similar as possible following the recom-
mendations of Korneliussen et al. (2008). All frequencies
were transmitted simultaneously once per second with a
1.0 ms pulse length. The transducers were mounted as close
together as possible on a centerboard extending 9 m below
the waterline during all cruises except for one, where the
18 kHz transducer was mounted 11.3 m forward of the other
transducers. In this case, a first-order correction was made
by shifting the data in time to correspond as closely as pos-
sible to the spatial location sampled by the other frequencies
(Korneliussen et al. 2008). Acoustic measurements from
trawl locations were processed using Echoview (Higgin-
bottom et al. 2000).


Aggregations detected by the echosounder were sampled
with trawls to determine the species composition and fish
size distribution during the surveys. The gear used depended
on the suspected identity of the organisms: fish were
sampled with a large midwater trawl or a bottom trawl, and
smaller organisms (e.g., young-of-the-year fish, macrozoo-
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plankton) were sampled using smaller trawls (for a descrip-
tion of the trawl gear, see Honkalehto et al. 2002). Trawl
depths were monitored using a netsonde to ensure that the
trawl fished at the depth of the targeted aggregations. Catch
compositions from 395 trawl hauls were screened to identify
cases in which a single species or group (hereafter referred
to as taxa) was likely to dominate the measured backscatter
(Table 1).


Measurement of relative frequency response
The relative frequency response of aggregations domi-


nated by a single taxon was measured in the immediate vi-
cinity of the trawl path. Analysis was restricted to a region
extending ± 0.5 nautical miles (nmi) from the fishing loca-
tion and 20 m above to 20 m below the depths sampled by
the trawl. A horizontal offset was applied to the analysis re-
gions to account for the spatial separation of the trawl and
the transducers (Zhou et al. 1994). Within these regions, the
echograms were examined to ensure that there were no ob-
vious signs of another taxon (e.g., fish schools did not over-
lap with diffuse backscatter likely to be from plankton).
Backscatter passing these criteria was assigned to the taxon
dominating the trawl catch for further analysis.


The relative frequency response was estimated from
measurements of volume backscattering strength Sv (dB re
1 m–1). Pairwise frequency differences (i.e., DSv,i–j = Sv,i –
Sv,j, where i and j are indices denoting frequency in kHz)
were computed to describe the relative frequency response.
Subtracting logarithmic quantities in this manner is equiva-
lent to computing the ratio in backscattering strength ex-
pressed in linear units. The relative frequency responses
from aggregations where the trawl catch was dominated by
pollock, capelin, euphausiids, jellyfish, myctophids, Pacific
ocean perch, and eulachon (Table 1) were compiled into a
database.


At each sampling location, Sv measurements from each
taxon were averaged vertically and across multiple pings
into larger analysis cells with the averaging conducted in
the linear domain. The choice of analysis cell size represents
a trade-off between decreasing variability in the observed
relative frequency response and minimizing violations of
the assumption that backscatter is dominated by a single or-
ganism. To guide selection of analysis cell size, the sensitiv-
ity of DSv to spatial averaging was evaluated on five
aggregations of pollock. DSv,120–38 at the original vertical
resolution (0.19 m) was averaged at a series of spatial scales
ranging from 1 to 2105 samples. The mean DSv,120–38 varied
by only a small amount across the spatial scales, but the
measurements became less variable as the spatial averaging
increased (Fig. 1). The degree to which averaging combines
backscatter from multiple species is more difficult to quan-
tify, as this depends on the number of taxa present and their
spatial overlap. To gain insight as to the degree to which in-
creased averaging will result in combining backscatter from
multiple taxa into an analysis cell, we reviewed a large
number of echograms from previous surveys. We found that
at moderate scales of averaging (~10s of metres), mixing of
species was unlikely to be a concern. Based on these consid-
erations, backscatter measurements collected within the
boundaries of the trawl region were averaged vertically by
5 m and horizontally across 5 pings (hereafter referred to as T
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a cell), which corresponds to a horizontal displacement of
~7 m at trawling speed (~3.3 kn) and ~24 m at survey speed
(~11.5 kn).


The relative frequency response for each analysis cell was
computed as the six unique pairwise frequency differences
(DSv,i–j) possible from the combination of four frequencies.
Only a small subset of measurements included 70 kHz, but
we computed DSv,38–70 in those cases to identify whether
large differences were present at this frequency. To mini-
mize the effects of background noise, we estimated the signal-
to-noise ratio (SNR) at each frequency using the method of
De Robertis and Higginbottom (2007) and excluded all
DSv,i–j with SNR < 10 dB for either frequency in the pair.
In addition, only cells with Sv > –70 dB for at least one of
the frequencies were used in further analyses.


The aggregations varied in size, and this resulted in a var-
iable number of analysis cells among sampling locations. In
some instances, some frequencies did not meet the SNR cri-
teria. To accommodate these characteristics while maximiz-
ing the amount of data included in the summary of observed
frequency differences, we developed a stratified bootstrap
scheme that weighted the contributions of each independent
sample (i.e., trawl locations) equally and allowed for the in-
clusion of cases in which not all frequencies were above the
SNR threshold. For each of 10 000 iterations, 50 samples
from each trawl haul with >50 cells meeting the Sv threshold
and SNR criteria at a given frequency pair were randomly
selected with replacement. The mean and standard deviation
(SD) of DSv,i–j for each iteration were stored, and the mean
and SD of DSv,i–j for a given taxon were computed as the
mean of each quantity over all iterations. Statistics for each
frequency pair were compiled independently; a given cell
can thus contribute to some or all of the pairwise frequency
differences, depending on SNR.


Comparison of measurements when trawling and
surveying


The relative frequency response was measured with the
vessel trawling to maximize the probability of correct
ground-truthing. However, acoustic backscatter strength (but
not relative frequency response) measured while trawling
has been observed to differ from that made while a vessel
is surveying due to differential behavioral reactions to the
vessel (Barange and Hampton 1994; De Robertis and Wil-
son 2006). We therefore compared the relative frequency re-
sponse measured while trawling (~3.3 kn) with that
measured at survey speed (~11.5 kn) immediately before or
after the trawl to test for differences.


Analysis of a subset of the pollock (n = 29) and euphau-
siid (n = 14) trawl locations used in this analysis revealed
that relative frequency responses made while trawling and
surveying were similar. The difference in relative frequency
response (i.e., DSv,survey – DSv,trawl) averaged over all
pairwise combinations of 18, 38, 120, and 200 kHz was
–0.16 dB for euphausiids and 0.15 dB for pollock when the
vessel was at survey speed compared with trawling. Given
that the relative frequency response when trawling and sur-
veying was not significantly different (t test, P > 0.05 in
both cases) and that frequency differences of this magnitude
were small compared with the variability among sampling
locations (see below), we concluded that relative frequency
responses measured while the vessels are trawling are equiv-
alent to those observed when surveying.


The Z score as a summary of relative frequency
response


We developed a method to classify backscatter measure-
ments based on relative frequency response. The approach
is to summarize the relative frequency response and evaluate
the degree to which an unclassified measurement corre-
sponds to the relative frequency response of a known class
of scatters in the database of ground-truthed frequency dif-
ferences. The basis of the method is that the distribution of
the cell-averaged DSv approximates a normal distribution
(Fig. 2). If DSv is normally distributed, the deviations of an
observed frequency difference DSv,k,l from frequency pair k
observed in sample l can be summarized by the normal de-
viate or Z score:


ð1Þ Zk;l;m ¼
DSv;k;l � mk;m


sk;m


where mk,m and sk,m are the sample mean and SD of DSv es-
timated from the ground-truthed relative frequency response
measurements for frequency pair k and taxon m.


The deviation of the analysis cell from the Z score ex-
pected for group m is summarized over all frequency pairs
as follows:


ð2Þ Zl;m ¼


Xn


k¼1
jZk;l;mj


n


where |Zk,l,m| is the absolute value of eq. 1, and n is the num-
ber of frequency pairs used. Zl;m has units of SDs from the
expectation. For example, Zl;m = 1 means that the average


Fig. 1. The relative frequency response at 38 kHz and 120 kHz as a
function of averaging window. Results are for a subset of walleye
pollock (Theragra chalcogramma) measurements. The circles show
the mean DSv,120–38, and the error bars denote the 10th and 90th
percentiles. The 5 ping � 5 m analysis cell resolution used in this
study is indicated by the box.
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pairwise frequency difference observed for cell l differs by 1
SD from the expectation for taxon m.


Sv measurements were evaluated for consistency with
taxon m on the basis of Zm. A threshold of 2 SDs (Zthresh £
2) was applied to identify candidate cells that are consistent
with the frequency difference observed for taxon m:


ð3Þ if Zl;m � Zthresh; then Sv;l;m ¼ Sv;l;


otherwise; Sv;l;m ¼ �999


An Sv of –999 dB is used if the measurement falls below the
threshold value because –999 approaches zero in the linear
domain. In the case where a cell produced a Zl;m consistent
with multiple taxa (i.e., Zl;m < Zthresh for multiple m), the
sample was assigned to the taxon with the lowest Z. This
criterion required that the backscatter in a given cell be as-
signed in its entirety to the single most likely class.


The average Z score of the relative frequency response
provides a convenient measure of confidence in the cell clas-
sification, expressed in units of SDs relative to the measured
relative frequency response for taxon m. For example, identi-
fication of a cell as consistent with pollock is more likely to
be correct for a Zpollock of 0.5 compared with one with a
Zpollock of 1.9, as 1.9 SDs is further in the tail of a normal
distribution. Although we performed assignment to taxo-
nomic classes (e.g., pollock vs. euphausiids) as a binary deci-
sion in this application, we used Z to interpret the results of
the classification during postprocessing of acoustic surveys.


The availability of software to conveniently implement
multifrequency analyses is a practical concern in many ap-
plications such as fish abundance surveys. We implemented
the techniques described here using Echoview, a commer-
cially available software application (Higginbottom et al.
2000). This allows processing to be conducted in real time
during an acoustic survey. Instructions for implementing the
Z-score method using this software are available from the
authors.


Comparison of multifrequency and traditional species
classification


We compared species classifications using the Z-score
method with those made with traditional species identifica-
tion methodology during five large-scale surveys of pollock
in the eastern Bering Sea. During these surveys, experienced
analysts partitioned the echo integral and allocated a portion
of the backscatter to pollock by ‘‘scrutinizing’’ the echo-
grams following traditional practice (Simmonds and
MacLennan 2005; Jech and Michaels 2006). This involves
using a combination of subjective examination of echo
traces, prior knowledge, and ~100 targeted trawl hauls
(Karp and Walters 1994; Honkalehto et al. 2002). The spe-
cies classification in this survey is considered to be rela-
tively straightforward (Honkalehto et al. 2002; De Robertis
et al. 2008), and results are likely to be reliable compared
with those of other situations. Pollock abundance estimates
made with the traditional method provide a basis for com-
parison with the multifrequency estimates. The key differ-
ence between these methods is that the multifrequency
method is based solely on the observed relative frequency
response, whereas the traditional method relies primarily on
the subjective judgment of the analyst and trawl sampling.


Estimates of pollock backscatter from surveys in 2004,
2006, 2007, 2008, and 2009 (no survey in 2005) using the
traditional identification method used during the survey
were compared with abundance estimates in which pollock
identification was based solely on the Z-score method. Prior
to Z-score classification, Sv at 18, 38, 120, and 200 kHz
were averaged into 5 ping (horizontal) � 5 m (vertical)
analysis cells to a maximum depth of 500 m. Backscatter
from the transmit pulse and bottom echo were excluded
prior to averaging. The SNR of Sv data was considered be-
fore Z-score classification to minimize biases introduced by
background noise (cf. De Robertis and Higginbottom 2007).
In practice, only 120 and 200 kHz were noise-limited in the
depth range analyzed. If SNR at 200 kHz was <10 dB, the
cell was classified using data from the remaining three fre-
quencies. If SNR at 120 kHz was also <10 dB, the cell was
excluded from further analysis. An exception to this proce-
dure occurred in the analysis of the 2006 survey, when noise
due to ringing of the transmit pulse from the 18 kHz trans-
ducer caused low SNR at short range. The ringing, which
was very temporally consistent, was subtracted from the
2006 18 kHz Sv data, and the corrected data were used in
subsequent computations.


For each analysis cell, we computed Zm relative to four
taxa (pollock, euphausiids, jellyfish, and myctophids). Only
results for pollock will be presented here as they can be di-
rectly compared with the survey results. However, the other
classes are relevant to this analysis in that a cell was allo-
cated to pollock only when Zpollock was lower than Zm rela-
tive to the other taxa. Pollock backscatter identified using
the traditional survey method and the Z-score method was
integrated at 38 kHz using an Sv integration threshold of
–70 dB re 1 m–1. Nautical area backscattering coefficients
(sA, m2�nmi–2) were allocated to pollock using the survey
methodology and the Z-score method and averaged into
0.5 nmi long � 20 m deep elementary distance sampling
units (EDSUs) for comparison. In addition, the mean


Fig. 2. Histogram of DSv,120–38 for 5 ping � 5 m analysis cells
identified as euphausiids (open bars) and walleye pollock (Theragra
chalcogramma; shaded bars) based on trawl catches. The corre-
sponding probability density for a normal distribution with the ob-
served mean and variance is given by the gray line.
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Zpollock for all cells allocated to pollock in each EDSU was
computed.


The 2004 survey presented a special case: in this survey,
age-0 pollock contributed a sizeable amount of backscatter
at 38 kHz. The contribution from these fish was not quanti-
fied during the survey, which enumerated only age-1 and
older pollock (Honkalehto et al. 2005). However, the rela-
tive frequency response of scattering from age-0 pollock is
similar to that of older pollock (see below). The Z-score es-
timate of pollock abundance, which includes contributions
from all age groups of pollock, was substantially higher
than the survey estimate in 2004. This discrepancy is attrib-
utable, at least in part, to the exclusion of age-0 pollock
from the survey estimate. To avoid this effect, we limited
the comparison in 2004 to areas in which backscatter was
identified as age-1 and older pollock using the traditional
method.


Results


Observed relative frequency response
The relative frequency response of pollock was similar


across age classes (Fig. 3), despite the large variation in
body size with age (Table 1). Furthermore, the relative fre-
quency response of adult fish in the summer (when the fish
were not in spawning condition) overlapped broadly with
that of adult fish in the winter when many of the fish were
in spawning condition (Fig. 3). This similarity indicates that
it will be difficult to separate pollock age groups or maturity
states on the basis of relative frequency response at the fre-
quencies used in this study. Because of the broad overlap in
relative frequency response, all pollock DSv samples were
pooled together in subsequent analyses.


The compiled estimates of relative frequency response
(Fig. 4; Table 2) indicated that in some cases, DSv differs
substantially among taxa. Pollock (n = 56), Pacific ocean
perch (n = 5), and capelin (n = 2), all of which have swim-
bladders, have relatively flat relative frequency responses
that overlap broadly, which will make separation of these
species on the basis of DSv difficult. Observations of eula-
chon (n = 4), which do not have a swimbladder, suggest a
similar relative frequency response to pollock, Pacific ocean
perch, and capelin, except for increased backscatter at
120 kHz relative to the other frequencies. Scattering layers
dominated by myctophids (n = 3) exhibited elevated back-
scattering at 38 kHz relative to 18 kHz and 120 kHz. Loca-
tions (n = 5) where near-surface trawl catches were
dominated by large Chrysaora spp. jellyfish (primarily
Chrysaora melanaster) exhibited substantially stronger back-
scatter at 18 kHz than at the other frequencies. Adult eu-
phausiids (n = 27) differed substantially from the other taxa
sampled; their backscatter strength increased strongly with
frequency.


Degree of overlap in Z scores in key taxa
To assess the potential to discriminate among taxa on the


basis of Z score, we evaluated the degree to which Z scores £
2 overlap among taxa. We computed the mean fraction of
analysis cells for each taxon that met the criterion of Zm £
2, with the Z score based on the observed values for each
taxon, m. The calculations for myctophids exclude 200 kHz


as there was insufficient SNR to warrant inclusion of
200 kHz measurements. The results (Table 3) suggest that
Z, the mean normal deviate of all pairwise DSv, may be use-
ful to distinguish among backscatter from some of the taxa
considered. As seen by the diagonal in the matrix, most of
the cells in taxon m were consistent with the Zm £ 2 crite-
rion. This suggests that the criterion will recover most of
the backscatter in a taxon, which is to be expected as the
test and training data sets are the same. For example, 96%
of the pollock analysis cells passed the Zpollock £ 2 criterion.
This behavior also indicates that in most cases, the distribu-
tion of DSv is reasonably well approximated by a normal
distribution.


The entries along a row in Table 3 indicate the degree to
which Z overlaps among taxa and provides an indication of
the potential for successful discrimination among taxa. For
example, the first and last rows indicate that euphausiids
and myctophids can likely be distinguished from the other
taxa on the basis of Z. In contrast, pollock, Pacific ocean
perch, eulachon, and capelin have broad overlap in Z, which
indicates that the potential to discriminate among these taxa
on the basis of Z is low.


Comparison of survey and multifrequency estimates
Initial visual assessment of synthetic echograms indicated


that the multifrequency identification of pollock was consis-
tent with the expectations based on experience in interpret-
ing echograms during the survey (e.g., Fig. 5). In these
surveys, few adult pollock are found at depths <40 m, but
there is often a near-surface scattering layer of unknown
composition (e.g., Fig. 5a). Application of the Zpollock crite-
ria to the multifrequency backscatter recorded during the
survey (Figs. 5b and 5c) generally resulted in synthetic
echograms that were consistent with the expectation of pol-
lock distribution based on trawling and interpretation of the
school morphology on echograms (i.e., compare Figs. 5a
and 5d).


Fig. 3. Observed frequency response for walleye pollock (Theragra
chalcogramma). Means and standard deviations of DSv are shown
for five groups of pollock and for all groups pooled. The solid error
bars correspond to the pooled values and the shaded error bars cor-
respond to the age-specific values.
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When averaged over the larger 0.5 nmi � 20 m EDSU
scale, analysis cells consistent with pollock (i.e., Zthresh £ 2)
at >40 m depth generally exhibited a Zpollock < 1.5, particu-
larly when acoustic density was high (Fig. 6a). However,
this was not always the case in the <40 m stratum: in some
years, areas were observed where substantial backscatter
was allocated to pollock, but Zpollock was often >1.5 but be-
low the Zthresh £ 2 criterion (Fig. 6b, the red (i.e., high
Zpollock) and large diameter (high sA) symbols observed in
the offshore part of the middle of the survey grid). The dif-
ference between the shallow and deeper Z illustrates the
utility of Z as a quality control measure. The shallow back-
scatter identified as pollock using the Zpollock < 2 criterion at
the analysis cell scale is questionable, as the spatially aver-
aged response is not as consistent with the measured relative
frequency response of pollock as the deeper backscatter (i.e.,
Zpollock is high for the shallower strata). These dubious iden-
tifications were largely eliminated with the application of
the additional criterion of Zpollock < 1.5 at the EDSU scale.


Multifrequency pollock identification yielded pollock
abundance and distribution similar to that obtained with the
traditional identification method (Fig. 7). On a transect ba-
sis, pollock backscatter resulting from the methods agreed
well in almost all cases (Fig. 8). The high coefficient of de-
termination (r2) indicates that, depending on the year, 93%–
99% of the variance in survey pollock abundance was ex-
plained by the Z-score method. The traditional method typi-
cally identified slightly more pollock backscatter than the Z-
score method. This is expected as the multifrequency criteria
used here did not encompass the entire range of relative fre-
quency response observed for pollock (e.g., Table 3). There
was also an outlier: for one of the 2007 transects, the multi-
frequency estimate was much higher than the survey esti-
mate. This was in an area where large aggregations of
Pacific ocean perch were identified during the survey. This
species has a similar relative frequency response to pollock


Fig. 4. Means and standard deviations of DSv estimated for groups
of fish and invertebrates commonly encountered during acoustic-
trawl surveys in the Gulf of Alaska and eastern Bering Sea.
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(Fig. 4; Table 3), and these aggregations were misidentified
as pollock by the multifrequency method. This outlier illus-
trates one of the limitations of the method: when the relative
frequency response of two taxa is similar, the misidentifica-
tion rate will be high. The comparatively good agreement
for the other transects indicates that this is not a widespread
problem for this survey area.


On a survey-wide basis, there was good agreement be-
tween the survey and multifrequency classification results
(Fig. 9). In 2004, the Z-score method identified less pollock
sA than the traditional method. However, in 2004, the Z-score
method was applied only to cells classified as pollock using
the traditional method due to the influence of age-0 pollock,


which were not quantified by the traditional method. This
constrained the Z-score method to be lower than or equal to
the traditional estimate. In the other years, pollock abundance
from the survey and multifrequency pollock were closer. The
impact of applying the additional Zpollock < 1.5 criterion at
the EDSU level differed among years in depth zones. In
2007 and 2008, there were substantial amounts of backscatter
in the near-surface strata with Zpollock > 1.5 (e.g., Fig. 9), and
the EDSU level thresholding made the survey and pollock
abundances more comparable. In contrast, this step had little
impact in 2004, 2006, and 2009.


During the surveys, the multifrequency method associ-
ated a variable amount of the total 38 kHz echo integral


Table 3. Z-score technique applied to the ground-truthed in situ multifrequency measurements.


Data set


Z score Euphausiids Jellyfish Capelin
Pacific
ocean perch Eulachon


Walleye
pollock Myctophids


ZEuphausiid 0.99 0.00 0.00 0.00 0.00 0.00 0.00
ZJellyfish 0.00 0.75 0.68 0.05 0.03 0.48 0.00
ZCapelin 0.00 0.29 0.99 0.94 0.85 0.99 0.00
ZPacific ocean perch 0.00 0.01 0.78 0.78 0.76 0.78 0.00
ZEulachon 0.00 0.00 0.79 0.83 0.94 0.94 0.00
ZPollock 0.00 0.10 0.90 0.85 0.90 0.96 0.00
ZMyctophid 0.00 0.00 0.00 0.00 0.00 0.00 0.98


Note: Each row shows the taxon, m, used as a reference for the Z score, and the columns indicate the trawl ground-truthed analysis cells
for which the Z score was computed. The numbers indicate the fraction of analysis cells where Zm £ 2. Rows indicate the fraction of
analysis cells for a given taxon that is consistent with the Z score listed in each row. For example, the first row shows the fraction of cells
for which Zeuphausid £ 2. Columns show the fraction of analysis cells for a given taxon that is consistent with Z £ 2 for the Z score listed in
each row. Results represent the average for all haul locations.


Fig. 5. Example of implementation of the Z-score method in the eastern Bering Sea: (a) original 38 kHz echogram showing backscatter
from demersal and pelagic walleye pollock (Theragra chalcogramma) and a near-surface layer of unknown composition; (b) synthetic
echogram of Zpollock summarizing the frequency responses at 18, 38, 120, and 200 kHz; results are shown for all samples above the integra-
tion threshold of –70 dB at 38 kHz; (c) as in (b), but implementing the Zpollock < 2 and Zpollock ¼ minðZmÞ criteria used to identify pollock;
(d) 38 kHz echogram showing all samples with a frequency response consistent with that of pollock. Color scales for 38 kHz Sv (left) and
Zpollock (right) are shown, and black horizontal lines demarcate 25 m depth intervals.
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with pollock. A range of 6% to 77% of 38 kHz backscatter
along a transect was associated with pollock by the Z-score
method. On a survey basis, 30%–58% of total 38 kHz back-
scatter was classified as pollock, depending on the year. In-
spection of Zpollock indicates that the confidence in the
multifrequency identifications was fairly consistent among
transects and years (Fig. 10). The overall range of Zpollock


was fairly narrow, suggesting that there are no strong spa-
tial gradients in the degree to which the classified backscat-
ter conforms to the measured relative frequency response of


pollock. Similarly, Zpollock in 2006–2009 overlapped
broadly (Fig. 10), which indicates that there was a similar
degree of confidence in the classification for these data
sets. In contrast, Zpollock was slightly lower (~0.1 SDs) in
2004 (Fig. 10). This is consistent with differences in appli-
cation of the method: in 2004, the Z-score method was
applied only to those cells identified as pollock during the
survey. This presumably resulted in fewer misidentifica-
tions, which is reflected in the small, but consistent, differ-
ence in Zpollock.


Fig. 6. Map of Z score for backscatter consistent with walleye pollock (Theragra chalcogramma) (i.e., Zpollock < 2). Results are shown for
the strata (a) > 40 m and (b) < 40 m. Zpollock was used to identify areas where the multifrequency identification is questionable. Symbol
color represents Zpollock, and symbol size is proportional to acoustic backscatter. Questionable identifications (red symbols) in areas where
high backscatter was observed (large symbols) are much more prevalent in the near-surface zone. Results are shown for 2007 as this survey
has a large number of questionable identifications in near-surface waters.
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Discussion


Empirical measurement of relative frequency response
Our measurements indicate that use of multiple discrete


frequencies in the range commonly used in fisheries acous-
tics (18–200 kHz) has the potential to improve the ability to
discriminate among some of the primary acoustic scatterers
encountered during surveys in the eastern Bering Sea and
the Gulf of Alaska. Overall, our observations are consistent
with previous studies that have demonstrated that one can
potentially distinguish among organisms with contrasting


acoustic properties, e.g., fish with or without swimbladders,
resonant scatterers, and zooplankton, on the basis of relative
frequency response (e.g., Korneliussen and Ona 2002; Lav-
ery et al. 2007).


Fish with gas-filled swimbladders (e.g., pollock, capelin,
Pacific ocean perch) exhibited a similar relative frequency
response. This similarity in relative frequency response is
likely because the contribution from the swimbladder is the
dominant source of the backscattered signal from these fish
(Foote 1980, 1985), which suggests that it will be difficult
to discriminate among these species on the basis of multifre-


Fig. 7. Estimates of walleye pollock (Theragra chalcogramma) acoustic backscatter based on allocating backscatter using (a) traditional
survey methodology and (b) the Z-score multifrequency method. Results are for the 2007 echo integration-trawl survey of pollock in the
eastern Bering Sea.
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quency measurements at these frequencies. Although only
two observations were made, capelin appeared to have a rel-
atively stronger backscatter at 18 kHz than at higher fre-
quencies, which is consistent with previous observations of
capelin (Fernandes et al. 2006).


The other taxa considered appeared to have relative fre-
quency responses that differed from those of the fish with
swimbladders. Eulachon, which lack swimbladders, exhib-
ited a tendency toward a stronger backscattering strength at
120 kHz than at 18, 38, and 200 kHz, which is consistent
with the theoretical predictions of Gauthier and Horne
(2004). Euphausiids exhibited a strong increase in backscat-
ter strength with frequency, which is distinct from the other
taxa considered and consistent with previous studies (Ma-
dureira et al. 1993; Stanton et al. 1996; McKelvey and Wil-
son 2006). Areas where net catches were dominated by
C. melanaster jellyfish exhibited disproportionately stronger
backscatter at 18 kHz. This is consistent with previous target
strength measurements of the jellyfish Chrysaora hysoscella
at 18–200 kHz, in which a strong peak at 18 kHz relative to
other frequencies has been observed (Brierley et al. 2004).
Scattering layers in which net catches were dominated by
myctophids exhibited substantially stronger backscatter at
38 kHz than at 18 kHz or 120 kHz, which may be caused
by resonance of small gas-filled swimbladders at 38 kHz
(Kloser et al. 2002). The primary species of myctophids in
our study area (Sinclair and Stabeno 2002) have swimblad-
ders, although some species (including Stenobrachius leu-


copsarus, the numerically dominant species) undergo an
ontogenetic shift from a primarily gas-filled swimbladder to
a lipid-filled swimbladder (Butler and Pearcy 1972). These
results indicate that it should be possible to distinguish back-
scatter from swimbladdered fishes and euphausiids based on
the large difference in observed relative frequency response
as has been previously reported (e.g., Miyashita et al. 1997;
McKelvey and Wilson 2006), and likely jellyfish and mycto-
phids as well.


The relative frequency response for pollock was similar
for different age and size groups: the relative frequency re-
sponse of an age-0 pollock was similar to that of an adult
weighing more than 1000 times as much. This lack of size
dependence in the relative frequency response is not surpris-
ing, as the frequencies used do not span the transition from
Rayleigh to geometric scattering for pollock. As a conse-
quence, it will be difficult to invert pollock size distributions
from measurements of relative frequency response with the
frequencies commonly used in fisheries acoustics (Holliday
and Pieper 1995; Horne and Jech 1999). In addition, the rel-
ative frequency response was similar across a wide range of
pollock depths and aggregation types, and during the
summer when there is no spawning compared with in the
winter when pollock are in spawning condition. This indi-
cates that although target strength is strongly dependent on
factors such as fish size, maturity state, behavior, and depth
distribution (e.g., Foote 1985; Ona 2003), these factors did
not have a large impact on the relative frequency response
of pollock. This is likely because the relative frequency re-
sponse is based on the difference in target strength among
frequencies (Gauthier and Horne 2004), which will often be
lower than the absolute change in target strength at a single
frequency. However, the effect of depth on relative fre-
quency response is likely to be important for resonant scat-
ters such as myctophids, which undergo swimbladder
compression during vertical migrations, thus changing the
resonant frequency of the swimbladder (Godø et al. 2009).


This study relied on in situ measurement of the relative
frequency response of trawl ground-truthed backscatter
(e.g., Brierley et al. 1998; McKelvey and Wilson 2006; Kor-
neliussen et al. 2009). However, the dominant organism in
the trawl catch may not be the most abundant organism in
the environment, as the trawls capture organisms selectively
(Nakashima 1990; McClatchie et al. 2000; Wiebe and Ben-
field 2003) and the trawl and acoustic samples are not com-
pletely spatially and temporally coincident. In addition,
organisms differ substantially in their scattering properties,
and the most abundant organisms are not necessarily the pri-
mary contributors to acoustic backscatter (Stanton et al.
1996). Thus, there is some uncertainty in our ground-truthed
identifications of the dominant scatters. This is particularly
the case for the myctophid and jellyfish identifications,
which are more poorly constrained than those of the other
taxa. Although unlikely, it is possible that much of the back-
scatter measured in these trawls was, in fact, backscattering
from taxa that were not observed in the catch, for example,
siphonophores with gas-filled pneumatophores (Stanton et
al. 1996; Lavery et al. 2007). In addition, for some taxa,
there were few replicate samples as they rarely dominated
the trawl catch. Thus, we have the highest certainty for the
measurements on pollock and euphausiids for which the


Fig. 8. Comparison of walleye pollock (Theragra chalcogramma)
backscatter based on multifrequency identification of pollock with
pollock backscatter identified in the acoustic survey for five sur-
veys between 2004 and 2009. Each point represents a transect
mean. The figure legend lists the r2 resulting from linear regression
of the multifrequency and survey pollock abundances in each year.
The transects can be seen in Fig. 7.
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most measurements were available, and the identity of the
acoustic scatters is less ambiguous. Because of these uncer-
tainties, and the limited replicate samples, the results for
other taxa should be treated as provisional until substanti-
ated in future studies.


Z-score approach to multifrequency classification
We developed a method to classify backscatter by com-


paring the mean normal deviate of the relative frequency re-
sponse in an acoustic measurement with the empirically
measured relative frequency response for specific taxa. We
chose the Z score to summarize the relative frequency re-
sponse. This method assumes that DSv is approximately nor-
mally distributed or, at least, that most of the distribution is
encompassed by ±2 SDs of the mean. We purposely chose a
method that could be implemented in real time during exist-
ing acoustic surveys using commercially available software
for practical regions. Although this constrained us from ap-
plying more sophisticated classification techniques (e.g., Za-
kharia et al. 1996; Anderson et al. 2007; Korneliussen et al.
2009), which are potentially more effective, the Z-score ap-
proach is robust and requires few assumptions. In addition,
the mean Z score accounts for more variable estimates at
certain frequency pairs (i.e., less weight is given to fre-
quency pairs with a higher observed SD).


A key benefit of the approach is that Z provides an intui-
tive index of classification certainty. The units of Z are such
that they describe how well the sample conforms to the
measured frequency difference for a given class: a Z of 1
indicates that the sample has relative frequency response
with an average of 1 SD relative to what was observed in
the reference samples for a given species. It is important to
recognize that all methods for remote species identification
are likely to fail under some circumstances. To avoid mak-


Fig. 9. Multifrequency walleye pollock (Theragra chalcogramma) abundance estimate relative to the traditional survey estimate as a func-
tion of identification method for samples > 40 m and < 40 m. For each survey, three bars are shown, representing pollock identified by the
traditional technique (survey), pollock identified as analysis cells with Zpollock £ 2 (Zcell), and pollock identified as EDSUs with an average
Zpollock £ 1.5 (ZEDSU). The dotted line indicates agreement with the survey estimate, as show by the first bar in each group. The 2004 com-
parisons differ from the other cases in that the comparisons are limited to cells assigned to pollock by the survey due to the presence of
large numbers of age-0 pollock that were not included in the survey estimate in 2004.


Fig. 10. Box plots of transect mean Zpollock of analysis cells classi-
fied as walleye pollock (Theragra chalcogramma). The horizontal
lines within the boxes represent the median values. The box plots
demarcate the 10th, 25th, 50th, 75th, and 90th percentiles of the
observations for each survey.
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ing improper interpretations, it is important to be able to
identify these situations. In this context, Z is a useful metric;
a substantial increase in the average Z suggests a substantial
violation of the underlying assumptions and suspect results.


We used only the relative frequency response, which is
largely dependent on the morphology of the organism, and
avoided incorporating other measures that are likely to be
more variable in an effort to make a more robust classifica-
tion method. We did not use measures of the absolute back-
scatter strength (e.g., a threshold, or an absolute Sv) as the
basis for classification. Such measures are a function of the
number of organisms in the range-dependent volume
sampled, as well as the target strength of the organism, and
will be sensitive to changes in the abundance, orientation,
behavior, size, or depth distribution of organisms. In addi-
tion, we did not include other descriptors such as geographic
location, vertical distribution, environmental, or statistical
descriptions of school shape (Reid et al. 2000) in our classi-
fication method, as these are spatially and temporally varia-
ble. For example, pollock are found in a wide depth range
and a variety of spatial patterns, including solitary individu-
als, pelagic and demersal layers, and discrete schools of a
broad range of sizes (Burgos and Horne 2008; Stienessen
and Wilson 2008). Measurements of aggregation morphol-
ogy from our ground-truthed backscatter are unlikely to en-
compass the diversity of aggregations for the taxa under
study here. We chose not to formally include this informa-
tion (e.g., Lawson et al. 2001; Fernandes 2009; Korneliussen
et al. 2009) in an effort to develop a more general approach.
However, this type of information can be used to comple-
ment and assess the validity of the multifrequency analysis.


Validation of the Z-score method
The Z-score method makes several assumptions: (i) the


observed relative frequency response is generally applicable
to the species over the study area (DSv is spatially and tem-
porally consistent and normally distributed); (ii) the relative
frequency response of taxa does not overlap; and (iii) at the
scale of an analysis cell, spatial overlap among taxa is low.


To evaluate whether these assumptions hold in practice
for pollock, we compared the Z-score estimate of pollock
backscatter with the traditional estimate, which is based on
trawl sampling and expert judgment of echograms. The spe-
cies classification methods are independent, as the tradi-
tional method combines prior knowledge about geographic
distribution, depth distribution, and aggregation structure
with targeted trawling on selected aggregations, whereas the
Z-score method uses only the relative differences in back-
scatter at different frequencies. Overall, we observed good
agreement between the methods, particularly after applying
the Zpollock < 1.5 at the EDSU level criterion, which primar-
ily excluded near-surface backscatter with a relative fre-
quency response that overlapped with that of pollock but
was, on average, only marginally consistent with pollock.
The nested approach of thresholding Zpollock at the scale of
both the analysis cell and EDSU has the effect of classifying
marginal analysis cells (i.e., 1.5 £ Zpollock £ 2) as consistent
with pollock only when the surrounding analysis cells in the
EDSU are more consistent with the expectation for pollock.


The consistency between the estimates of pollock abun-


dance based on the two methods indicates that for pollock
in the eastern Bering Sea, the assumptions of the Z-score
method are largely met. Similarly, the low Zpollock for back-
scatter identified as pollock suggests that the assumptions
are not consistently violated. This indicates that an abun-
dance index of pollock approximating that from a traditional
survey can be made with species identification based solely
on the basis of relative frequency response in this environ-
ment. However, one must keep in mind that the eastern Be-
ring Sea midwater community is dominated by a few
abundant species (e.g., Honkalehto et al. 2002), as is typical
in many high-latitude ecosystems. In this environment, the
assumption that backscatter with a relative frequency re-
sponse similar to that of pollock is attributable to pollock is
not unreasonable. Species classification on the basis of rela-
tive frequency response will be more difficult in more di-
verse environments where these assumptions do not hold.


Areas for refinement
Although the method is effective as implemented, there


are several refinements that may offer improvements. The
Z-score framework can be used to incorporate new informa-
tion on relative frequency response based on measurements
as reported here, or theoretical predictions (e.g., Gauthier
and Horne 2004; Lavery et al. 2007) as they become avail-
able. The Z-score approach weights the information at all
frequency pairs equally. This is reasonable when attempting
to distinguish a taxon from other, unknown sources of scat-
tering as it uses all available information. However, this ap-
proach may be less effective when the relative frequency
response of an organism is known to differ from other spe-
cies present only at some frequency pairs (e.g., eulachon), as
the similarity at the other frequency pairs will reduce the ap-
parent difference in relative frequency response. In these
cases, one might apply criteria using all frequencies as a
preclassification step to isolate backscatter that is generally
consistent with the taxa of interest and then add additional
requirements at the specific frequency pairs at which these
taxa differ to maximize the probability of discrimination.


Selection of an appropriate scale of spatial averaging is a
central consideration in multifrequency backscatter classifi-
cation. Averaging over several pings reduces random varia-
bility in measurements of relative frequency response and
minimizes biases introduced by differences in the volume
sampled at the different frequencies (Korneliussen and Ona
2002). At the same time, relatively fine-scale averaging is
desirable to minimize the extent to which backscatter from
multiple taxa will be observed in a single analysis cell
(Demer et al. 2009). Performance at either very low or very
high levels of averaging will be poor. The impact of averag-
ing on variance is fairly easy to evaluate, but understanding
the degree to which monospecific aggregations overlap in
analysis cells of a given size remains a challenge as this
will change over space and time. Multifrequency discrimina-
tion can be improved in cases where organisms form well-
defined monospecific aggregations by preclassifying fish ag-
gregations and combining all samples in an aggregation
prior to multifrequency analysis to maximize the degree of
averaging (Fernandes 2009; Korneliussen et al. 2009). In ad-
dition, combining preclassification at a fine spatial resolu-
tion to remove samples that are inconsistent with the taxon
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of interest, followed by classification based on the relative
frequency response in spatially averaged analysis cells, is
promising (Demer et al. 2009).


Utility of multifrequency classification
The Z-score method has the potential to improve the abil-


ity to interpret backscatter during acoustic surveys. Addi-
tional information gained from the relative frequency
response can be used to improve interpretation of acoustic
backscatter strength in several ways. The output of the
method can be used quantitatively, as applied to pollock in
the example given here. Alternatively, it can be used as a
preprocessing step prior to subjective backscatter allocation.
The method will eliminate backscatter that is not consistent
with a target organism, which is useful even if it does not
separate the target organism from all other taxa, as this
changes the interpretation paradigm from ‘‘what is’’ to
‘‘what is not’’ backscatter from the organism of interest
(c.f., Jech and Michaels 2006). The relative frequency re-
sponse can be summarized in real time, and synthetic echo-
grams can be used as an additional source of information to
interpret backscatter visually or to better inform the decision
of where to target a trawl. For example, if one observes a
subtle shift in the relative frequency response, one might
choose to allocate a trawl to ensure that the species compo-
sition has not changed. In addition, the method provides an
index of certainty in backscatter interpretation, which can be
used to identify areas or times where there is less certainty
in classifications made based on the relative frequency re-
sponse or subjective interpretation. For example, the survey
average Z score can be used to quantify interannual or re-
gional changes in uncertainty in species allocation during a
survey time series in situations where species classification
is based either on relative frequency response or on the tra-
ditional methodology.


Multifrequency information can also provide valuable in-
formation on nontarget species (Koslow 2009) from existing
surveys of commercially important species at a modest in-
crease in effort and cost. In the eastern Bering Sea survey
area considered here, the relative frequency response indi-
cates that euphausiids can be reliably separated from other
dominant scattering groups. We are currently developing an
index of euphausiid abundance for the eastern Being Sea,
with species identification based on the Z-score method and
a limited number of trawl samples for verification. The
multifrequency approach will also likely be helpful when
making inferences from acoustic backscatter when sampling
is limited or not possible, for example, when making oppor-
tunistic observations from platforms such as fishing vessels,
moorings, drifters, and autonomous vehicles.
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  1 Introduction 


 Under some circumstances, fish detect and avoid approaching vessels, often well before the vessel 
passes over the fish (Mitson  1995  ) . Such vessel-induced avoidance behavior is potentially a major 
source of error in surveys of fish populations. Sound propagates a long distance in water compared 
with other stimuli, and fish are generally most sensitive to sound in the frequency range at which 
the underwater-radiated noise from ships is most intense (Mann et al.  2009  ) . Thus the primary 
stimulus for this avoidance behavior is thought to be auditory (Mitson  1995  ) . The concern that ves-
sel noise causes fish avoidance has led to the formulation of recommendations for maximum low-
frequency (<1-kHz) underwater-radiated noise levels for fisheries research vessels (Mitson  1995  ) . 
These recommendations, made under the auspices of the International Council for the Exploration 
of the Seas (ICES), are based on the hearing capabilities of  Clupea harengus  (Atlantic herring) and 
 Gadus morhua  (Atlantic cod), two species with sensitive hearing; the recommendation is therefore 
expected to minimize noise-induced vessel avoidance for other species as well. 


 Several nations have constructed vessels that comply with the ICES radiated-noise limits. 
Specialized vessel designs, including diesel-electric propulsion, fixed-pitch propellers, and quiet 
hull designs have resulted in substantial reductions in noise levels over a wide frequency range. 
Despite the existence of and investment in noise-reduced vessels, little is known about the impacts 
of noise reduction on vessel avoidance (reviewed in De Robertis et al.  2010  ) . 


 In the United States, the National Oceanic and Atmospheric Administration (NOAA) has built 
four noise-reduced fisheries research ships. The first of these, the NOAA ship  Oscar Dyson  (OD), 
is now being used to conduct a long time series of acoustic-trawl surveys of  Theragra chalco-
gramma  (walleye pollock) in Alaska that have previously been conducted with the conventional 
(i.e., not noise-reduced) NOAA ship  Miller Freeman  (MF). Because the OD emits much less radi-
ated noise than the MF (see De Robertis et al.  2008  ) , there is concern that the survey abundance 
estimates used to manage fisheries, derived from the two vessels, will differ due to differences in 
fish reactions to the vessels. Thus a series of field experiments were conducted to establish if 
 Theragra chalcogramma  differentially avoid the two ships.  
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  2 Methods 


 Experiments comparing the acoustic estimates of  Theragra chalcogramma  abundance derived from 
the OD and MF were conducted concurrently with established abundance surveys. Five experiments 
were conducted in four survey areas. The vessels traveled at 11–12 knots in a side-by-side arrange-
ment (separated by 900 m) to generate acoustic abundance measurements with a vertical 38-kHz 
echo sounder. These paired measurements were used to estimate the ratio of fish abundance 
observed by the two vessels as detailed by De Robertis et al.  (  2008  ) . 


 In three locations, an echo sounder mounted in a free-floating buoy (cf. De Robertis and Wilson 
 2010  )  was used to characterize the behavioral responses of  Theragra chalcogramma  when 
approached by the ships. The vessels took turns passing the buoy at 15-min intervals. Each vessel 
approached the buoy at ~11.5 knots and passed within <10 m of the buoy.  


  3 Results 


 The side-by-side vessel ratio exhibited strong contrasts among study areas (Fig.  1a ). In the eastern 
Bering Sea, the area where the fish were shallowest (<140 m), there was no significant difference 
in acoustic abundance estimates between vessels during the day (i.e., the 95% confidence interval 
includes 1.0) in experiments in 2006 and 2008. However, there was a pronounced and significant 
vessel difference at night. Significant differences were also observed in the Shumagin Islands and 
Shelikof Strait, although diel differences were not detected. No significant differences were detected 
in the Bogoslof area where the fish were deepest (400–700 m). At each location, the differences in 
acoustically measured fish abundance were greater for shallower fish. The acoustic records from the 


  Fig. 1    (a) Summary of comparisons of acoustic fish abundance measurements from the  Oscar Dyson  (OD) and 
 Miller Freeman  (MF). Values are means ± 95% CI. Day and night results are shown separately for the eastern Bering 
Sea (EBS) because there is a significant diel difference. (b) and (c) Echograms from the acoustic buoy during vessel 
approach where the layer of  Theragra chalcogramma  at ~75 m depth is disturbed by passage of the MF (b) but not 
by the OD, which passes 15 min later (c). Orange line, vessel’s closest approach to the buoy       
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buoy confirmed that  Theragra chalcogramma  exhibited a stronger avoidance response to the MF 
than to the OD, as evidenced by a deepening of the fish layer and a reduction in acoustic backscatter 
when the MF passed overhead (Fig.  1 ,  b  and  c ).   


  4 Conclusions 


 The noise-reduced vessel detected more fish than the conventional (i.e., non-noise-reduced) vessel 
under some survey conditions. More backscatter from  Theragra chalcogramma , in some situations 
as much as 44%, was observed with the OD compared with the MF due to a differential behavioral 
response to the vessels. These vessel-specific reactions were independently confirmed with the 
acoustic buoy. The buoy observations also indicated that in an absolute sense, walleye pollock 
responses to the OD were small. The vessel discrepancy in each area was stronger for shallower 
fish, consistent with the expectation of a stronger response for fish closer to the vessels where 
acoustic transmission loss is lower. However, there was substantial variability among areas and a 
strong diel effect in the eastern Bering Sea. Thus fish depth (i.e., range to the vessel) is not the only 
factor influencing fish reactions to vessels and other aspects of fish behavior must be considered. 
The ICES vessel noise recommendations were designed such that one-third octave band underwater-
radiated noise from the vessel should not exceed 30 dB above the hearing threshold of fish (Mitson 
 1995  ) . Therefore, fish including  Theragra chalcogramma  can perceive acoustic stimuli from com-
pliant vessels at distances of hundreds of meters (Mann et al.  2009  ) . Thus the factors influencing 
the decision to react rather than perceptual limits likely play a key role in determining avoidance 
reactions. 


 This and other studies indicate that vessel avoidance behavior is variable and that the current 
understanding of the processes influencing the behavior is insufficient to accurately predict when 
vessel avoidance will occur and what the strength of the response will be. For example, one could 
not have predicted the diel difference in the eastern Bering Sea a priori. Uncertainty also remains 
regarding the impact of vessel noise reduction; for example, in the one other direct comparison of 
a noise-reduced vessel to a conventional vessel, Ona et al  (  2007  )  observed a stronger response by 
 Clupea harengus  to a noise-reduced rather than a conventional vessel. Although the present study 
was not designed to identify the stimuli triggering vessel avoidance responses, radiated noise is an 
obvious candidate as the OD is substantially quieter than the MF. Nonetheless, other potential 
stimuli such as near-field particle acceleration or infrasound should not be discounted. 


 The vessel-specific differences in acoustic survey results have fishery management implications. 
For example, the acoustic survey-based estimates of abundance from the OD are expected to be 
higher than those from the MF in several of the study areas. The resulting biases could be introduced 
into the fish abundance time series used to manage the fishery by switching vessels. Thus consider-
ation of fish reactions to vessel noise is of great importance for fish abundance surveys.      
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Avoidance of approaching vessels by fish is a major source of uncertainty in surveys of fish stocks. In an effort to minimize vessel
avoidance, international standards for underwater-noise emission by research vessels have been established. Despite widespread invest-
ment in noise-reduced vessels, the effectiveness of noise reduction on vessel avoidance remains poorly understood. Here, we report on
vessel comparisons of pollock abundance recorded by the NOAA ships “Oscar Dyson” (OD), a noise-reduced vessel, and “Miller
Freeman” (MF), a conventionally designed vessel. The comparisons were made during three acoustic surveys of prespawning aggrega-
tions of walleye pollock (Theragra chalcogramma) in Alaska. The experiments demonstrate that a noise-reduced vessel will detect
significantly more fish backscatter than a conventional vessel in some situations. OD detected 31% more pollock backscatter than
MF in the Shumagin Islands, where pollock were distributed between 100 and 200 m deep, and 13% more pollock backscatter in
Shelikof Strait, where pollock were primarily distributed 200–300 m deep. However, there was no difference in the Bogoslof Island
area where pollock were found at 400–700 m. In the Shumagin and Shelikof areas, the discrepancy between vessels tended to decrease
with fish depth, consistent with a decreasing response to a stimulus propagating from the surface. Analysis of the depth distributions
of pollock supports the conclusion that the discrepancies in backscatter stem from differential behavioural responses to the two
vessels.
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Introduction
Recommendations for maximum underwater-noise emission by
research vessels have been made under the auspices of ICES
(Mitson, 1995). The ICES recommendation for underwater-
radiated noise includes high-frequency noise limits to maximize
the performance of acoustic instruments and low-frequency
limits designed to minimize avoidance by fish of the approaching
vessel. The rationale for the low-frequency limits is that fish are
capable of reacting to approaching research vessels at ranges
�100 m (Olsen, 1990; Mitson, 1995). Vessel-radiated noise is con-
sidered to be the most likely stimulus triggering these reactions
owing to the low propagation loss of sound in water and high
noise emission of ships in the frequency range at which fish are
most sensitive (Mitson, 1995).


The low-frequency noise limit for research vessels was designed
such that fish with sensitive hearing (e.g. Atlantic cod, Gadus
morhua, herring, Clupea harengus, and walleye pollock, Theragra
chalcogramma) were unlikely to react to a vessel at distances
exceeding 20 m (Mitson, 1995). This reasoning is based on the
assumption that behavioural reactions will be initiated when fish
are exposed to sound pressure 30 dB above their hearing
threshold. The ICES recommendation for underwater-radiated


noise has had a major influence on the design and construction
of a new generation of fishery-research vessels, and vessels
designed to these standards (hereafter referred to as noise-reduced
vessels) produce substantially less radiated noise than their precur-
sors (Mitson and Knudsen, 2003; De Robertis et al., 2008).


The low-frequency noise reduction in these new vessels is
largely an effort to improve population abundance surveys by
minimizing fish responses to the survey vessel. Estimates derived
from acoustic surveys are thought to be particularly sensitive to
fish responses to an approaching vessel (Olsen, 1990; Fréon and
Misund, 1999; De Robertis et al., 2008; Hjellvik et al., 2008).
This is because, first, fish may move laterally out of the narrow
(7–118) swath covered by the acoustic beam (Soria et al., 1996),
second, small changes in fish orientation can have large impacts
on the animal’s target strength (TS; Foote, 1985), and third, fish
may dive into the near-bottom zone where they cannot be detected
acoustically (Ona and Mitson, 1996).


Despite sizeable investment in noise-reduced, fishery-research
vessels worldwide, surprisingly little is known about the conse-
quences of reducing vessel-radiated noise on the accuracy and pre-
cision of abundance surveys. The first study with a noise-reduced
vessel revealed that echosounder measurements from the vessel
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were comparable with those from a quiet, autonomous under-
water vehicle (Fernandes et al., 2000a, b). This observation
demonstrates a lack of avoidance of the noise-reduced vessel,
but it is unclear whether the herring in that study would have
avoided a noisier conventional vessel. Two recent studies com-
pared observations from the noise-reduced and the conventional
vessels directly. Ona et al. (2007) found that although the vessels
measured similar acoustic densities of overwintering herring
with on-board echosounders, the herring exhibited stronger
diving responses when approached by the larger, noise-reduced
vessel. Much of the reaction was after the fish had been measured
by the echosounder. Sand et al. (2008) pointed out that fish are
highly sensitive to particle acceleration and that the cue in this
case may have been low-frequency particle acceleration caused
by displacement of water by the moving hull in the near field of
the vessel. This could explain the stronger response to the larger,
noise-reduced vessel, which would have displaced more water as
it approached. De Robertis et al. (2008) examined paired measure-
ments of walleye pollock made during a daylight summer survey in
the eastern Bering Sea and concluded that acoustic estimates of
biomass from a noise-reduced and a conventional vessel were
not significantly different. Interpretation of the observed pollock
vertical distributions suggested that, as in the herring study,
pollock may have exhibited a greater diving reaction to the noise-
reduced vessel, with the reaction primarily after passage. Together,
these studies indicate that low-frequency noise reduction as
defined by the ICES recommendation does not necessarily result
in reduced vessel avoidance.


The NOAA ship “Oscar Dyson” (OD) is being used to continue
a long time-series of echo-integration trawl surveys of walleye
pollock previously conducted by the NOAA ship “Miller
Freeman” (MF). OD is noise-reduced, and the MF is not, so it is
reasonable to question whether survey estimates of biomass
derived from the two vessels may differ. Initial vessel-comparison
studies over the eastern Bering Sea shelf during summer suggested
that pollock surveys from either vessel will be equivalent
(De Robertis et al., 2008), but work on other species indicates
that avoidance reactions can be spatially and temporally variable
(Jørgensen et al., 2004; Skaret et al., 2005, 2006; Hjellvik et al.,
2008). Therefore, the results from the previous comparison of
these vessels should not be considered to be generally applicable
to all pollock surveys because pollock are surveyed under very
different conditions (e.g. environmental conditions, seafloor com-
position and depth, and fish depth distribution, age structure, and
physiological condition), all of which may influence the avoidance
response. We therefore conducted vessel-comparison experiments
for each of the three Alaskan echo-integration trawl surveys of pre-
spawning pollock. The aim of the study, along with that of a com-
panion paper (De Robertis and Wilson, 2010), is to determine
whether surveys conducted by OD and MF in these areas can be
expected to yield vessel-specific population estimates as a result
of differential vessel avoidance.


Material and methods
Study site
Vessel-comparison experiments between the OD and the MF took
place concurrently with surveys of walleye pollock. The exper-
iments were conducted in three distinct areas in which prespawn-
ing pollock are surveyed by the Alaska Fisheries Science Center
(Figure 1), in the Gulf of Alaska near the Shumagin Islands


(6–15 February 2008) and Shelikof Strait (11–24 March 2007),
and near Bogoslof Island (1–9 March 2007) in the Bering Sea.
The areas differed in the age distribution of the population
(Figure 2). In the Shumagin Islands and Shelikof Strait, multimo-
dal size distributions of walleye pollock were found. Pollock in the
Shumagin Islands were dominated by 1-year-old fish (�10 cm),
3-year-old fish (�30 cm), and age 4þ fish (.40 cm). In
Shelikof Strait, there were three modes, representing 2-year-old
(�20 cm) pollock, age 3 and age 4þ pollock. In the Bogoslof
area, the pollock were larger, with all fish aged 4þ. The depth dis-
tribution of pollock also differed among survey areas (Figure 2):
pollock were primarily located between 100 and 200 m deep in
the Shumagin area, between 200 and 300 m deep in Shelikof
Strait, and between 400 and 700 m deep in the Bogoslof area.


The experiments were conducted in a variety of sea conditions,
including periods of elevated sea states with high winds.
Windspeeds over segments of 5 nautical miles (from now on
miles) of trackline averaged (minimum–maximum) 8.8 (1.4–
19.1) m s21 during the Shumagin survey, 10.5 (1.1–20.7) m s21


during the Shelikof survey, and 12.7 (9.9–15.5) m s21 during
the Bogoslof survey. The vessels attempted to maintain standard
survey speeds of �12 knots, but occasionally reduced their
speed as required by the sea state and/or freezing spray to as
low as 4.5 knots. Ship speeds during the experiment averaged
10.7 knots in the Shumagin area, 10.9 knots near Shelikof, and
11.3 knots in the Bogoslof area. Vessel speeds exceeded 10 knots
80% of the time in the Shumagin and Shelikof areas and 95% of
the time in the Bogoslof area.


Study design
The experiments followed the two-part design of De Robertis et al.
(2008), in which the vessels were (i) arranged side by side during
the survey transects and (ii) periodically alternating one vessel
leading and the other following behind. The side-by-side transects
are more representative of conditions during a typical survey, i.e.
both vessels approach undisturbed fish, whereas the follow-the-
leader transects involved the following vessel measuring fish that
had been exposed to the lead vessel, which may have altered
their behaviour. However, the follow-the-leader configuration
has the advantage that it minimizes the spatial separation
between vessels, thus reducing variability in the paired measure-
ments. In addition, the follow-the-leader results can be used to
make inferences about the nature of behavioural responses
(De Robertis et al., 2008).


The side-by-side transects were carried out concurrently with
the abundance surveys. One vessel conducted an acoustic survey
using standard protocols, which include evenly spaced transects
and surveying 24 h a day (Guttormsen, 2007). The accompanying
vessel was laterally displaced by 0.5 or 0.7 miles to the side of the
survey vessel. The displacement was assigned randomly either to
port or starboard of the survey vessel for each transect. In the
Shumagin Islands, a separation of 0.5 miles was used. This separ-
ation distance was chosen based on the difference in radiated noise
produced by the vessels, such that fish near one vessel were unli-
kely to have been influenced by auditory stimuli produced by
the accompanying vessel (De Robertis et al., 2008). However, in
the Bogoslof and Shelikof surveys, which were conducted in
deeper water, the transmit pulse of the 18-kHz echosounder of
the adjacent vessel was evident above the integration threshold
at a separation of 0.5 miles. We increased the separation distance
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to 0.7 miles for the Bogoslof and Shelikof surveys to remove this
artefact.


At 4–6 locations where pollock aggregations were observed, the
side-by-side transects were interrupted to conduct a series of 4–20
follow-the-leader transects 5 miles long orientated in an east/west
direction 0.5 miles apart. For each transect, the lead vessel was
assigned randomly. The other vessel followed at a distance of
1 mile and was offset to starboard by 0.1 mile. A trawl was made
before or after each follow-the-leader experiment to verify that
pollock were the dominant acoustic scatterers.


Data collection
Acoustic backscatter was measured with Simrad EK60 split-beam
echosounders (note that reference to trade names does not
imply endorsement by the National Marine Fisheries Service,
NOAA) operating at 18, 38, and 120 kHz. The transducers on
both vessels are mounted on a retractable centreboard at a depth
of �9.1 m to minimize the biases caused by aerated water near
the surface (Ona and Traynor, 1990). The hardware, software,
and equipment settings were equivalent on both vessels (see De
Robertis et al., 2008, for detail).


The on-axis sensitivity of the echosounders was calibrated
using the standard-sphere technique (Foote et al., 1987). During
each calibration, two replicate estimates of gain were made. In
addition, the “lobes” calibration procedure incorporated in the
ER60 control program (version 2.1.2) was used to monitor the
beam pattern for changes. In 2007, calibrations were conducted
before and after the Shelikof survey and after the Bogoslof


survey. In 2008, calibrations were conducted at the start and end
of the Shumagin experiment. The equivalent beam angles were
derived from measurements made by the manufacturer and were
adjusted for the discrepancy in sound speed at the calibration facil-
ity and the study area (Demer, 2004).


Vessel speed, course, position, and windspeed and direction
were logged continuously at 1-s intervals aboard each vessel.
Vessel attitude (i.e. pitch, roll, and heave) was recorded continu-
ously at 5 Hz with an Applanix POSMV 320 position and
motion reference system. All data time-stamps were synchronized
with a time-server. The height of the sun above the horizon
(a proxy for light level) was estimated following Reda and
Andreas (2003).


Data processing
Acoustic-backscatter strength was processed using Myriax
Echoview software. The mean value of the integration gain (aver-
aged in linear units) from all calibrations conducted in 2007 was
used for the Bogoslof and Shelikof experiments and for the 2008
Shumagin experiment, the mean values of the gains estimated
before and after the experiment were used. Backscatter was classi-
fied as pollock based on the trawl catches and the echosign appear-
ance. Although this involves a measure of subjectivity, assignment
in this case was relatively straightforward because aggregated
pollock dominated the backscatter in these surveys (Guttormsen,
2007; Honkalehto et al., 2008), and the near-surface, non-pollock
backscatter observed during summer (De Robertis et al., 2008) was
largely absent during winter. Care was taken to ensure consistent


Figure 1. Map of the study area showing the survey transects used during the vessel-comparison studies in the Shumagin Islands, Shelikof
Strait, and Bogoslof Island areas.


Vessel comparisons during winter pollock surveys of whether silent ships encounter more fish 987


 at N
W


 F
isheries S


cience C
enter on June 14, 2010 


http://icesjm
s.oxfordjournals.org


D
ow


nloaded from
 



http://icesjms.oxfordjournals.org





echosign assignment, and all assignments were made while
inspecting the echograms from both vessels simultaneously.


An integration threshold of 270 dB Sv was applied at 18 and
38 kHz, and a threshold of 260 dB Sv was applied at 120 kHz to
exclude backscatter from plankton that was often evident at
120 kHz, but not at the lower frequencies. The data were
echo-integrated in layers of 0.1 nautical mile by 1 m, from 16 m
from the surface to 0.5 m above the sounder-detected seabed,
which corresponds to the depth range used in abundance
surveys. The 120-kHz dataset was not used in the deep-water
Bogoslof experiment because background noise dominated the
signal in the 400–700-m depth range where pollock were found.


The pollock sA measurements from both vessels were averaged
into comparable EDSUs (elementary distance sampling units) of
5 nautical miles. This was accomplished by finding the 0.1-mile
segments for the OD that were closest in space to those at the
start and end of each 5-mile section of the MF trackline. EDSUs
with low densities of pollock (sA , 50 m2 mile22) for either
vessel were excluded from further analysis because areas with
low densities of pollock often exhibit excessive vessel differences
when one vessel happens to detect either no or very low densities


of fish. In addition, analysis was restricted to EDSUs in which the
mean bottom depth observed by the two vessels differed by ,10%
to ensure that the vessels were in similar water depths, because fish
abundance is depth-dependent. Applying these criteria to the
surveys resulted in a respective sample size of 60/110/30
side-by-side EDSUs in the Shumagin/Shelikof/Bogoslof exper-
iments, 13/34/33 follow-the-leader EDSUs in which the OD led,
and 19/43/35 EDSUs in which the MF led.


In a previous vessel comparison (De Robertis et al., 2008), we
normalized the echosounder output from both vessels such that
they gave the same backscatter from the seafloor as an alternative
form of echosounder calibration. To minimize biases, only those
5-mile segments where both vessels exhibited a mean list of ,18
were included (Hjellvik and De Robertis, 2007). In this study, a
similar comparison was not feasible, because these conditions
were rarely met, presumably as a result of the increased list
caused by the high winds and icing, as well as increased vessel
motion.


Statistical analysis
Data analysis followed the approach developed in De Robertis
et al. (2008). We applied the method of Kieser et al. (1987) to esti-
mate the ratio of pollock backscatter observed by OD and MF. The
echo-integration measurements were modelled as:


sA;i;j ¼ ajri1i;j; i ¼ 1; . . . ; n; j ¼ OD;MF; ð1Þ


where sA,i,j is the nautical-area scattering coefficient (sA,
m2 mile22) recorded at transect segment i by vessel j, ri the true
fish density at transect segment i, aj a vessel-specific scaling
factor, and 1i,j the lognormally distributed random noise. We
were interested in the vessel ratio R ¼ aOD/aMF, which can be
derived from the difference in observed backscatter:


di ¼ lnðsA;i;ODÞ � lnðsA;i;MFÞ ¼ lnðaODÞ � lnðaMFÞ þ ei; ð2Þ


where ei ¼ ln(1i,OD) 2 ln(1i,MF) is normally distributed random
noise, and


R ¼ expð�dÞ; ð3Þ


where �d ¼ n�1
Pn


i¼1 di is an unbiased estimate of R. Assuming no
autocorrelation in di, the 95% confidence interval for R is
expð�dÞ+ tn�1;0:025s:d:n0:5 where tn21,0.025 is the 2.5% quantile of
the t-distribution with n 2 1 degrees of freedom, and s.d. is the
sample standard deviation.


We explored the dependencies of the vessel ratio at 38 kHz on
potentially explanatory variables by examining scatterplots of di


and testing for monotonic trends using Pearson’s correlation coef-
ficient. Each survey was analysed separately. The variables con-
sidered were mean pollock depth (see below), depth at which
the shallowest 20% of pollock were found, total pollock sA, differ-
ence in mean vessel inclination (i.e. deviation from pitch, roll of
zero; Hjellvik and De Robertis, 2007), and the angle of the sun
above the horizon. These variables were selected for this explora-
tory analysis because they potentially impact the avoidance behav-
iour of the fish (e.g. fish depth, density dependence, light level) or
the acoustic measurements (transducer motion). For these ana-
lyses, the follow-the-leader and side-by-side EDSUs were com-
bined, and pollock depth and total pollock sA were taken as the
average value observed by both vessels in the EDSU. In addition,


Figure 2. Example echograms (left) and the proportion of pollock
biomass in 1-cm size classes (right) in the acoustic surveys conducted
near (a) the Shumagin Islands, (b) Shelikof Strait, and (c) Bogoslof
Island. Note the depth differences in pollock backscatter among the
study areas.
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we tested for diel effects by testing for differences between EDSUs
conducted by day and night based on local sunset and sunrise,
with a t-test.


In previous studies, avoidance reactions have often been more
evident as changes in fish depth than as changes in acoustic back-
scatter. We computed a series of statistics to characterize the depth
distribution of pollock as observed by each vessel. The mean
weighted depth (mwd) of pollock backscatter, i.e. the centre of
mass of the distribution, for each EDSU was calculated as


mwd ¼


P
D DsA;DP


D sA;D
; ð4Þ


where D is depth (m) and sA, D the sA in the depth interval from
D 2 1 to D. In addition, the p% depth quantiles qp (p ¼ 10, 20,
. . . , 90) of the pollock vertical distribution were calculated by
linear interpolation between Dþ and Dþ2 1, where Dþ is the
shallowest depth, such that


XDþ


D¼16


sA;D . 0:01 p
XDmax


D¼16


sA;D: ð5Þ


The qp depth quantile is the minimum depth above which p% of
the pollock were found in a particular EDSU.


Results
Echosounder calibrations
The standard-sphere calibrations conducted in 2007 were pooled,
and the mean integration gain (averaged in linear units) was
applied to the Bogoslof and Shelikof surveys, and the 2008 calibra-
tions were used to estimate the gain used during the Shumagin
Islands survey.


The standard-sphere calibrations exhibited high precision
(Figure 3). The repeat calibrations provide a measure of the uncer-
tainty attributable to calibration: if we had chosen to apply any of
the individual calibrations instead of the mean value, we would
expect a deviation of �2–6% in measured sA, depending on the
frequency. Calibration precision at 38 kHz, which is the primary
frequency used to estimate pollock backscatter, was within 3%
of the mean value used in this study. Beam-pattern estimates
resulting from the “lobes” procedure did not identify changes in
beam pattern or echosounder performance during the study
period.


Validation of assumptions
We evaluated whether the data conformed to the primary assump-
tions made when estimating confidence intervals of the vessel
ratio: first, di values are not autocorrelated, and second, �d is
t-distributed. Violation of the first assumption results in confi-
dence intervals of R that are too small, and violation of the
second assumption will bias them. We evaluated the validity of
these assumptions separately for each study area based on the
38-kHz datasets for all EDSUs included in the analysis joined
together. The first-lag autocorrelations for di were 0.16, 0.09,
and 0.15 for the Shumagin, Shelikof, and Bogoslof areas, respect-
ively. These correlations are all relatively weak and are associated
with a p-value of .0.05, indicating that the assumption of no
autocorrelation was largely met.


The distribution of di had longer tails than expected for a
normal distribution. The Lilliefors test for normality applied to


di for all transects joined together yielded values of p of ,0.001,
,0.001, and 0.011 for the Shumagin, Shelikof, and Bogoslof
areas, respectively. However, the confidence intervals of R rely
on �d being t-distributed rather than di being normally distributed
(De Robertis et al., 2008). To evaluate the validity of this assump-
tion, we applied the t-test on 105 samples of sizes corresponding to
the number of EDSUs resulting from each survey drawn with
replacement from the mean adjusted set fd0i ¼ di � �dg. If �d is
t-distributed, the expectation at the level of a ¼ 0.05 is that the
null hypothesis of �d


0
¼ 0 would be rejected in 5% of the cases.


In our simulations, the null hypothesis was rejected in 5.02%,
5.48%, and 5.03% of the cases for the Shumagin, Shelikof, and
Bogoslof datasets, respectively. Therefore, we conclude that the
departure of normality of the dis is not severe enough to invalidate
the confidence intervals.


We also evaluated the potential impacts of differential vessel
motion on backscatter measurement because transducer motion
between the time of transmission and reception can bias acoustic
backscatter towards lower values (cf. Dunford, 2005). We
computed S, the angular speed of the transducer, and computed
the difference in angular speed SOD2MF ¼ SOD 2 SMF for all
EDSUs used in the analysis. Overall, we saw very similar vessel
motion, with SOD2MF averaging (+s.d.) 20.03+ 0.138 s21 in


Figure 3. Results of on-axis calibrations conducted during (a) 2007
and (b) 2008, and their implications for the precision of backscatter
measurement. Each point represents the effect of using a single,
on-axis sphere calibration on sA measurements compared with
applying the mean integration gain from all calibrations combined, as
has been done in this study. The results are expressed as
percentage deviation ¼ ðð2ðGain� GainÞÞ=GainÞ � 100; where Gain
corresponds to the integration gain in linear units. The factor 2
accounts for the two-way effects of integration gain on backscatter
measurements. In some instances, the results were similar and the
datapoints overlapped.
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Shumagin, 0.06+ 0.208 s21 in Shelikof, and 20.02+ 0.168 s21 in
Bogoslof. Differential motions of this magnitude have only minor
impacts on backscatter measurements at the ranges used in this
study (Dunford, 2005), so we conclude that differential vessel
motion did not have a major impact on the observed vessel ratio.


Vessel ratio
The estimated vessel ratio R exhibited strong differences among
study areas. In the Shumagin Islands, the vessel ratio at all frequen-
cies and vessel configurations was .1.0, and the 95% confidence
intervals excluded 1.0. This indicates that OD detected signifi-
cantly more pollock than MF (Figure 4a). The vessel ratio for
38 kHz in the side-by-side configuration was 1.31, which indicates
that acoustic-abundance estimates from the OD would have been
31% higher than those from the MF under these conditions. In the
Shelikof Strait, the confidence limits for the vessel ratio included
1.0 at 18 kHz when side by side and when the MF led, but excluded
1.0 when the OD led at 18 kHz and in all vessel configurations at
38 and 120 kHz (Figure 4b). The vessel ratio for 38 kHz in the
side-by-side configuration was 1.13, indicating that acoustic-
backscatter estimates from the OD would have been 13% higher
than those from the MF. For Bogoslof (Figure 4c), none of the


frequencies or vessel configurations had confidence intervals that
excluded 1.0, indicating that the vessel ratio was not significantly
different from 1.0.


There was a trend towards increasing vessel ratio at higher fre-
quencies (two-way ANOVA on all di, p , 0.001 for all surveys ana-
lysed separately). For the Shelikof Strait experiment, there was a
significant lead effect at all frequencies, with a higher vessel ratio
when the OD was in the lead compared with the case when the
MF led (Figure 4b, t-test of di, p , 0.005). A similar trend was
observed in the Shumagin Islands results, although this was not
statistically significant (Figure 4a). There was no evidence for a
lead effect in the Bogoslof results (Figure 4c).


There were no significant correlations between di and mean
pollock depth (see below), the depth at which the shallowest
20% of pollock were found, the difference in vessel inclination,
total pollock sA, or the angle of the sun above the horizon in
any of the three surveys (p . 0.05 for all cases), and no obvious
non-linear dependencies were observed in the scatterplots. These
variables explained little of the variance in di observed in a given
survey (r2 , 0.08 in all instances). Vessel ratios were also compar-
able by day and night: there were no significant differences in di


observed by day and night in any of the surveys or vessel arrange-
ments (t-test, p . 0.05 always).


In the Shumagin and Shelikof experiments, where the vessel
ratio indicated that the OD detected more pollock backscatter
than the MF, there was a trend towards elevated vessel ratios at
shallower depths. This is consistent with a stronger response for
shallower fish, which are closer to the vessel. In the Shumagin
experiment, the vessel ratio was higher for shallower strata when
the vessels were side by side (Figure 5a). This can be seen by com-
paring the vessel ratio from the total water column with that in
specific strata in Figure 5. There was also a trend towards higher
vessel ratios at shallower depths for the follow-the-leader measure-
ments (Figure 5b and c), except the shallowest layer when the OD
led. In the Shelikof Strait experiment, the greatest vessel ratios were
consistently observed in the shallowest strata for all vessel con-
figurations (Figure 5d–f). This was not the case in the Bogoslof
experiment (Figure 5g–i), where the vessel ratio was not consist-
ently related to depth in any vessel configuration.


Vertical distribution
The vertical distribution of pollock backscatter observed by the
vessels differed in at least one respect in each of the study areas.
This indicates a differential response to the approaching vessels,
which is consistent with the analysis of vessel ratio described
above. In all study areas, when the OD led during the
follow-the-leader experiments, the OD detected walleye pollock
to be shallower than those observed in the corresponding obser-
vations from the MF (Figure 6b, e, and h). These depth differences
were more pronounced for shallower fish (i.e. lower quantiles), as
would be expected for responses to a stimulus from the vessel at
the surface.


The observations in other vessel configurations were not con-
sistent among the study areas (Figure 6). For example, in the
Shumagin experiment, the OD observed shallower pollock regard-
less of which vessel led (Figure 6b and c), whereas in the Shelikof
experiment, the lead vessel detected the pollock as shallower
(Figure 6d–f). Depth distributions were more similar when the
vessels were side by side than during the follow-the-leader trans-
ects. Although the results do not suggest a simple explanation
for the exact cause of the observations, the key points are (i)


Figure 4. Estimated vessel ratios R (aOD/aMF) with 95% confidence
intervals as a function of echosounder frequency and vessel
arrangement. (a) Shumagin Islands, (b) Shelikof Strait, and (c)
Bogoslof area. Estimates where the lower confidence interval exceeds
1.0 indicate that OD detects significantly more pollock backscatter
than MF.
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Figure 5. Boxplots of the vertically stratified 38-kHz vessel ratio R (aOD/aMF) for the side-by-side and follow-the-leader vessel configurations
for (a)–(c) Shumagin, (d)–(f) Shelikof, and (g)–(i) Bogoslof vessel-comparison experiments. Each box shows the mean with 95% confidence
intervals, and the first and third quartiles (ends of grey box). A vessel ratio .1.0 indicates that OD detected more pollock than MF. “Total”
refers to the vessel ratio averaged over the entire water column (cf. Figure 4). For each depth layer, only EDSUs with a pollock sA .1.0 for both
vessels were used. The number of these EDSU pairs is indicated by the white bars on the left. The vertical distribution of sA for all EDSUs used
to compute the “Total” vessel ratio is given on the top-right scale (black bars; results averaged over both vessels).
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that the vessels observed different pollock depth distributions in at
least one vessel configuration, and (ii) that these depth differences
were smaller for fish at greater depth. This provides additional evi-
dence that walleye pollock exhibited different behavioural
responses to the vessels, because if the response to the vessels
were equivalent, one would expect no differences in vertical distri-
bution when side by side and symmetrical lead-dependent
responses when in the follow-the-leader arrangement.


The observed depth of the seafloor (Figure 6) serves as an
internal control on our inferences of vessel-dependent differences
in pollock vertical distribution because trends observed in seafloor
depth that mirror those observed in fish are likely to be artefacts.
The range to the seafloor in our randomized observations was
consistently deeper for the OD. This difference may be due to inac-
curacy in the assumed vessel draft, or differences in transducer-
pointing angles. There are several lines of evidence indicating


Figure 6. Boxplots of vessel differences in quantile depths, mean weighted depth of all observed pollock backscatter (mwd), and seafloor
depth (Seafloor) at 38 kHz. Results are presented for the side-by-side and follow-the-leader vessel configurations for (a)–(c) Shumagin, (d)–(f)
Shelikof, and (g)–(i) Bogoslof vessel-comparison experiments. The depth difference is presented for the increasing proportions or quantiles of
the population, starting from the surface. For a given EDSU of 5 nautical miles, the q% quantile is the shallowest depth above which q% of the
pollock sA is encountered. For example, the first bar in plot (b) indicates that the shallowest 10% of pollock backscatter was detected to be
shallower (median ¼ 4.4 m) when observed by OD than by MF in the Shumagin Islands area. Each box shows the median with 95% confidence
intervals, and the first and third quartiles (ends of grey box).
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that this artefact does not invalidate the conclusion that pollock
exhibit different diving behaviour when approached by OD and
MF. For the Shumagin and Shelikof experiments, the discrepancy
in bottom depth is smaller in magnitude than that observed for the
shallowest pollock (Figure 6a–f). This is the opposite of an
increasing discrepancy with range, as would be expected from
differences in transducer-pointing angles. Additionally, when the
OD led, it always observed at least some quantiles of pollock to
be shallower than, and the seafloor to be deeper than, the MF
(Figure 6b, e, and h). This indicates that the degree to which the
OD observes shallower pollock may in fact be an underestimate.


Discussion
The results of this study have demonstrated that a noise-reduced
vessel designed to minimize fish avoidance detected more fish
under survey conditions than a conventional vessel. Specifically,
more pollock backscatter was observed aboard the noise-reduced
OD than the conventional (i.e. not noise-reduced) MF in the
Shumagin Islands and Shelikof Strait during paired and spatially
randomized survey transects. At 38 kHz, the primary frequency
used in echo-integration surveys of pollock, the difference was esti-
mated as �31% higher backscatter for the OD in the Shumagin
Islands and �13% higher in Shelikof Strait, corresponding to a
vessel ratio of 1.31 and 1.13, respectively. The 95% confidence
intervals of the vessel ratio excluded 1.0 in both cases. The differ-
ences in vessel ratio are too large to be caused by differences in
measurement bias, such as calibration uncertainty or vessel
motion, and are therefore attributed to differences in fish-
avoidance behaviour per se. The vessel ratio tended to be higher
for the shallowest pollock in a given area, consistent with a reac-
tion to a stimulus that is stronger for fish closer to the vessel.
The vessel ratio increased with frequency, consistent with the
possibility that the changes in acoustic backscatter are driven at
least in part by decreases in the reflectivity of individual fish,
because the dependence of TS on tilt-angle increases with frequency
for fish with swimbladders at the frequencies used (Foote, 1985).
The vessel ratio tended to be closer to 1.0 at 18 kHz, which suggests
that lateral movement may play a role. The 18-kHz transducer used
has a wider beam (118) than the other frequencies (78), so the
18-kHz observations will be less sensitive to displacements of fish
away from the vessel’s centreline. In contrast to the Shumagin
Islands and Shelikof, the pollock present in Bogoslof were
deep-dwelling adults, and there were no significant differences in
vessel ratio in this experiment, suggesting that the acoustic measures
of abundance from OD and MF were equivalent.


The analysis of depth distribution of pollock reinforces the
inference from the analysis of vessel ratios that pollock respond
differently to the vessels. Although the differences in pollock
depths observed by the two ships were not consistent among the
study areas, we observed vessel-specific differences in depth distri-
bution in all three study areas. When the OD led, it always detected
pollock as shallower than the MF did, and the discrepancy was
larger for shallower fish (i.e. lower quantiles), consistent with a
reaction that becomes weaker as the distance between the fish
and the vessel increases. A weak effect was observed even in the
Bogoslof experiment where the fish were deeper than 400 m,
which suggests that although there was no significant difference
in vessel ratio in that area, there may have been a weak difference
in avoidance reaction. Measurement of fish depth is not subject to
many of the potential uncertainties in instrument performance
associated with density measurement. For example, uncertainty


in echosounder gain and equivalent beam angle (Foote et al.,
1987) cannot explain simultaneous changes in fish abundance
and depth distribution.


The observations of the OD detecting shallower pollock when
leading are consistent with previous observations during
summer in the Bering Sea (De Robertis et al., 2008). However,
the depth distributions in the other vessel arrangements do not
confirm the previous observation of similar pollock depths when
the MF led and when side by side (De Robertis et al., 2008).
This was interpreted as a potential sign that pollock may have
been diving in response to OD, though only after the fish had
been measured by the transducer. However, the observations for
winter reported here indicate that there is substantial variability
in the pattern of depth differences among study locations, which
is hard to reconcile with the vessel-comparison approach. To
better understand how pollock change their behaviour in response
to the approaching vessels, direct observations of the reactions are
required.


As described in a companion paper (De Robertis and Wilson,
2010), the differential vessel avoidance observed during the
Shumagin experiment was independently confirmed by an exper-
iment conducted using a buoy-mounted echosounder. This
monitored the response of pollock as the two vessels approached
and passed. When the MF passed the buoy, larger decreases in
backscatter and a stronger diving response were observed than
when the OD passed, suggesting a stronger avoidance response
to the MF, consistent with the results of the Shumagin vessel com-
parison. A vessel-comparison experiment conducted concurrently
with the buoy observations indicated that the MF measured less
pollock backscatter, a deeper depth distribution, and weaker
echoes from individual pollock than the OD during the obser-
vations. The buoy results are consistent with those from the
concurrent vessel comparison, and both observations are consist-
ent with the observations from the larger-scale vessel comparison
conducted in the Shumagin area reported here. The buoy obser-
vations also indicate that in an absolute sense, pollock responses
to OD are small. This is a key complement to the vessel-
comparison approach used here, because vessel comparison can
only be used to estimate relative differences. For example, vessel
comparison cannot be used to distinguish between the cases
where there is a large but similar response to both vessels or
there is no response to both vessels (Kieser et al., 1987; De
Robertis et al., 2008).


The effects of vessel-noise reduction on survey-abundance esti-
mates remain poorly characterized and difficult to predict. None
of the potentially explanatory factors examined here (e.g. fish
mean depth, vessel attitude, density dependence, sun elevation,
day/night) were correlated with the vessel ratio within a study
area. If one were to consider results among (rather than within)
areas from this study alone, it would be tempting to conclude
that the strength of pollock-avoidance behaviour is primarily
dependent on pollock depth distribution, because the discrepancy
was greatest in the Shumagin Islands where the pollock were shal-
lowest, intermediate for Shelikof Strait, and not significantly
different in the Bogoslof area, where pollock are found at depths
.400 m. Additionally, for the Shumagin and Shelikof areas,
where significant differences were detected, the discrepancy was
greater for fish in shallower strata. In cases where vessel avoidance
has been documented, it is generally depth-dependent (Vabø et al.,
2002; Ona et al., 2007; Hjellvik et al., 2008), as would be expected
for a stimulus propagating from the vessel at the surface and


Vessel comparisons during winter pollock surveys of whether silent ships encounter more fish 993


 at N
W


 F
isheries S


cience C
enter on June 14, 2010 


http://icesjm
s.oxfordjournals.org


D
ow


nloaded from
 



http://icesjms.oxfordjournals.org





attenuating with range. However, it is clear that depth is not the
only explanatory factor: avoidance reactions appear to be tem-
porally and spatially variable, even within a species. For example,
strong avoidance responses have been observed for overwintering
herring (Vabø et al., 2002; Ona et al., 2007), but not for more shal-
lowly distributed spawning herring (Skaret et al., 2005, 2006),
suggesting that spawning fish may be less reactive to vessels.
These studies are not directly comparable, however, because the
vessel used for the non-spawning measurements was smaller
than the one used in the overwintering studies, so may have pro-
duced a weaker stimulus.


The vessel comparisons on pollock here and by De Robertis
et al. (2008) and De Robertis and Wilson (2010) examined the
reactions of a single species to the same vessels in several areas.
It is clear that depth alone cannot explain the discrepancies
between vessels: vessel ratios were �1 in the Bering Sea during
summer where the fish are found at �40–120 m (De Robertis
et al., 2008), considerably shallower than the areas considered
here. The vessel comparisons were conducted under different
environmental conditions, with walleye pollock of different age
and reproductive condition. The fish exhibited differing patterns
of aggregation and probably had different histories of feeding
and exposure to predators, vessel traffic, and commercial fishing.
All these factors may influence the likelihood that walleye
pollock will respond to approaching research vessels, and the
nature of the response. It is possible, for example, that differences
in reproductive state may explain, in part at least, the difference
between the summer and winter observations on walleye
pollock, because pollock are not in prespawning condition
during summer. However, the vessel ratio exceeded 1.0 in areas
of the Shumagin Islands where immature, walleye pollock aged 1
year dominated, suggesting that reproductive condition alone is
insufficient to explain the observed differences. Therefore, the
factors modulating the strength of the vessel-avoidance response
remain elusive.


Taken together, the vessel comparisons on pollock, and exper-
iments on herring (reviewed in Hjellvik et al., 2008) indicate that
fish exposed to similar stimuli (i.e. the same vessel) can exhibit
different avoidance responses that cannot be explained by depth
alone. Therefore, the situation is more complex than simply
understanding the signal level from the vessel in relation to the
hearing threshold of the species of interest. ICES recommen-
dations make the often overlooked assumption that vessel avoid-
ance occurs when fish are exposed to noise levels 30 dB above
their hearing threshold. By definition, it will be possible for fish
to detect these signals at much longer ranges, and one must there-
fore consider the process by which fish make the decision to
respond. Fish have well-developed hearing and are able to dis-
criminate among sounds with different amplitude and frequency
and can distinguish between sounds based on patterns in temporal
structure (Popper et al., 2003). Hence, the fish response to an
approaching vessel depends on the information content of the
signal, not just how loud it is perceived to be. For example,
Doksæter et al. (2009) showed that herring do not respond to a
towed, low-frequency sonar source, but exhibited a reaction to a
playback of killer-whale (Orcinus orca) vocalizations, although
the killer-whale signal is similar in frequency and modulation to
the sonar. This reveals that fish discriminate among similar
signals and suggests that avoidance reactions to apparently
similar stimuli can be very different. Controlled playback exper-
iments support these conclusions (Schwartz and Greer, 1984;


Engås et al., 1995). As discussed above, reactions to a stimulus
may also be modulated by the environment and the internal
state of the organism, which may further complicate prediction
of avoidance behaviour. It is clear that vessel avoidance is a
complex process that remains difficult to predict and that directed
efforts will be required to identify the factors that elicit vessel
avoidance and the factors that influence how fish respond to the
stimuli they perceive.


This study is the first explicit demonstration of decreased
avoidance of a noise-reduced vessel compared with a conventional
vessel. The study was not designed to identify the stimuli which
triggered pollock to respond. However, radiated noise is an
obvious candidate, because the OD was built to conform to the
ICES recommendation and is substantially quieter than the MF
over a broad frequency range over which pollock have sensitive
hearing (De Robertis et al., 2008; Mann et al., 2009). Although
this is a reasonable working hypothesis, other factors such as low-
frequency, nearfield particle acceleration or infrasound (Sonny
et al., 2006; Sand et al., 2008) should not be discounted.
Previous studies indicate that vessel-avoidance behaviour is vari-
able, and current understanding of the processes influencing the
behaviour is insufficient to be able to predict accurately the
nature and strength of the response. The vessel-specific differences
in acoustic-survey results observed here have important impli-
cations for managing pollock, which support a considerable
fishery (Bailey et al., 1999). For the Shumagin Islands and
Shelikof Strait abundance surveys, the acoustic abundance
observed from the OD is expected to be higher than that from
the MF. This result illustrates that there may be a vessel effect,
and that biases may be introduced into a time-series by switching
vessels, particularly when initiating use of a noise-reduced vessel
designed to minimize avoidance.
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The eastern Bering Sea shelf is a productive ecosystem with extensive commercial fisheries. Although


the area is well-studied during summer months, little is known about the abundance and distribution


of fish and macrozooplankton during periods of seasonal ice cover. The use of an icebreaker during the


Bering Sea Ecosystem Study (BEST) provided a platform for spring acoustic surveys of fish and


zooplankton in ice-covered areas for the first time. Icebreaker measurements were complemented


with observations from conventional vessels during spring and summer. In spring, very little back-


scatter from fish (dominated by walleye pollock, Theragra chalcogramma) was observed in the ice-


covered northern areas where near-bottom waters were cold (o�0.5 1C), including areas where


walleye pollock are abundant in summer. The majority of fish were observed within 40 km (and often


slightly inside) the ice edge over similar seafloor depths as in summer. Together, these observations


suggest that pollock, a dominant component of the ecosystem, shift their distribution to a more


restricted geographic area in spring, following the ice edge southeast along the bathymetry, away from


areas of cold water and extensive ice cover, then reoccupying these areas in summer. In contrast,


acoustic backscatter attributed to zooplankton (likely dominated by euphausiids) was more evenly


distributed, and less restricted by water temperature and ice cover. The implications of this seasonal


shift in fish distribution are uncertain, but this may affect predator–prey interactions by reducing


overlap of pollock with euphausiids, an important prey source, while increasing overlap of adult and


juvenile pollock and potentially increasing cannibalism.


Published by Elsevier Ltd.

1. Introduction


The broad, shallow continental shelf of the eastern Bering Sea
(EBS) supports a highly productive ecosystem and sizeable fish-
eries (Hunt and Megrey, 2005). This environment is characterized
by extensive seasonal sea-ice cover, with ice forming in Novem-
ber, maximum ice extent occurring in March/April and a rapid
retreat to ice-free conditions in summer (Wyllie-Echeverria and
Wooster, 1998; Niebauer et al., 1999; Stabeno et al., 2001). The
seasonal sea-ice advance in the EBS is the largest of subarctic
regions, averaging �1400 km (Niebauer et al., 1999). There is
substantial interannual variability in the extent and persistence of
sea ice (Wyllie-Echeverria and Wooster, 1998; Stabeno et al.,
2001, 2012a): maximum annual ice extent is �700 km south of
the Bering Strait in low ice years and up to �1100 km in ‘‘icy’’
years (Niebauer et al., 1999). Atmospheric cooling and melting of
sea ice followed by surface-layer warming after ice retreat results

Ltd.


: þ1 206 526 6723.


Robertis).

in stratification and a near-bottom cold pool of low temperature
(o2 1C) water over much of the middle shelf during the summer
(Stabeno et al., 2001). The temperature and spatial extent of the
cold pool are related to maximum ice extent in the previous
spring (Ohtani and Azumaya, 1995; Wyllie-Echeverria and
Wooster, 1998; Stabeno et al., 2001). The cold pool, like sea-ice
cover, exhibits substantial variation on both interannual and
decadal time scales (Wyllie-Echeverria and Wooster, 1998;
Stabeno et al., 2001, 2012a).


Studies of fish distributions during the ice-free summer
indicate that variability in the extent and persistence of the cold
pool structures the fish communities of the EBS shelf. The cold
pool results in strong cross-shelf stratification in bottom tem-
peratures over the middle shelf and strong fronts restricting
warmer near-bottom water to the inner (�0–50 m) and outer
shelf (�100–200 m) (Stabeno et al., 2001). Sub-arctic groundfish
species such as Pacific cod (Gadus macrocephalus) and walleye
pollock (Theragra chalcogramma) are primarily distributed on the
outer shelf outside the cold pool, while more cold-tolerant arctic
species such as arctic cod (Boreogadus saida) and capelin (Mallotus


villosus) are distributed in the cold pool (Wyllie-Echeverria and
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Table 1
Measurements in the eastern Bering Sea (EBS) included in this study.


Season Vessel(s) Dates Area Acoustic trackline (nmi) Temperature profiles


Spring 2007 Healy 10 April–12 May EBS 4320 222


Spring 2007 Miller Freeman 28 April–11 May Southern EBS 3066 73


Summer 2007 Oscar Dyson 2 June–31 July EBS 6476 0


Summer 2007 Arcturus, Aldebaran 11 June–28 July EBS 0 210


Spring 2008 Healy 29 March–6 May EBS 5032 220


Spring 2008 Oscar Dyson 29 April–10 May Southern EBS 1537 0


Summer 2008 Oscar Dyson 2 June-31 July EBS 6096 0


Summer 2008 Arcturus, Aldebaran 4 June–24 July 2 EBS 0 212


1 Reference to trade names does not imply endorsement by the National


Marine Fisheries Service, NOAA.
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Wooster, 1998; Brodeur et al., 1999; Kotwicki et al., 2005; Mueter
and Litzow, 2008). During warm years when the cold pool is
relatively small, walleye pollock, a key species in the EBS
(Springer, 1992, Hunt and Megrey, 2005), extend farther onto
the continental shelf (Wyllie-Echeverria and Wooster, 1998;
Kotwicki et al., 2005). The cold pool thus serves as a thermal
barrier, which may regulate the degree to which species interact.
For example, Ciannelli and Bailey (2005) conclude that the extent
of the cold pool influences the spatial overlap of Pacific cod and
capelin. In warm years, intrusions of warm water on the shelf
allow cod into the shallower capelin habitat, resulting in higher
overlap and predation on capelin.


In the early to mid 2000s the EBS shelf exhibited less seasonal
ice cover and a northward retreat of the cold pool relative to the
1980s. This shift coincided with a northward shift of sub-arctic
fish species into the northern Bering Sea, which is a more arctic-
like ecosystem dominated by benthic communities and avian and
mammalian predators (Grebmeier et al., 2006; Mueter and
Litzow, 2008). These changes in fish distribution may have top-
down effects, reorganizing the benthic northern Bering Sea
ecosystem to resemble the more pelagic groundfish-dominated
southeastern Bering Sea (Grebmeier et al., 2006; Mueter and
Litzow, 2008). Although more recent years have been cold, with
an extensive cold pool (Boldt and Zador, 2009, Stabeno et al.,
2012a), climate models predict that the trend toward warmer
temperatures and reduced seasonal ice cover is likely to continue,
albeit with substantial variability (Overland and Wang, 2007,
Overland et al., 2010). If species distributions are strongly tied to
water temperature or sea ice cover, this climate signal may result
in long-term shifts in the distributions and interactions of key
species in the EBS (e.g. Stabeno et al., 2012b).


It is likely that sea-ice cover and low water temperatures have
the greatest influence on the distributions and interactions of
organisms during the spring when sea ice and cold water are at
seasonal maxima. In spring, ice is widespread in the EBS and cold
water covers areas of the shelf that support high densities of fish
during the summer months. These arctic conditions may stress
subarctic species and restrict the distribution of migratory popu-
lations. The large seasonal changes in the EBS may provide insight
into how the environment structures the ecosystem, and the
potential impacts of changes or fluctuations in climate. However,
little is known about the ecology of even well-studied species
such as walleye pollock during periods of ice cover when much of
the shelf is inaccessible to standard research vessels.


We took advantage of the use of an icebreaker during the
Bering Sea Ecosystem Study (BEST) to make acoustic observations
of the distribution and abundance of fish and macrozooplankton,
two key functional groups in the pelagic community, on the ice-
covered continental shelf of the EBS in the spring (end of March to
mid-May) of 2007 and 2008. Equivalent measurements were
made from NOAA ships in areas of low ice cover in spring and
during the ice-free summer months of June and July to provide
context for the spring measurements. Both years of the study

were relatively cold: spring ice cover exceeded the recent minima
of the early 2000s, and summer bottom temperatures were low
with an extensive cold pool (Boldt and Zador, 2009, Stabeno et al.,
2012a). The goals of the study were to: (1) document the
distribution of pelagic organisms in spring when much of the
EBS is ice-covered, (2) compare the distributions in spring and
summer, and (3) relate these distributions to temperature and
ice cover.

2. Methods


2.1. Approach


We made springtime measurements of acoustic backscatter
consistent with fish and macrozooplankton from research vessels
operating in the eastern Bering Sea (Table 1). An echosounder was
installed on the U.S. Coast Guard Cutter Healy to survey fish and
macrozooplankton in ice-covered areas. These measurements
were complemented with concurrent acoustic measurements
from the NOAA Ships Oscar Dyson and Miller Freeman from areas
that were either ice-free or had low ice cover. In addition, we re-
processed measurements from summer acoustic-trawl surveys of
the same area (described in Honkalehto et al. (2009)) to provide a
comparison of summer and spring distributions.


2.2. Echosounder installations


Simrad1 split-beam 38–12 and 120–7C transducers were
installed 10 cm apart in a transducer well in the Healy’s hull.
The 89 cm diameter, 71 cm tall well was filled with a 1.3%
propylene glycol and freshwater solution to prevent freezing.
The transducers were mounted 5 cm from the face of a 5 cm thick
composite urethane window, which lined the bottom of the well
to protect the transducers and maintain hull integrity. The
transducers were connected to Simrad EK60 transceivers located
above the transducer void. The 38 and 120 kHz echosounders
were operated at 1000 and 500 W power settings, respectively,
with a 1 ms pulse length. The instrument clock was synchronized
every 5 min to a timeserver. An instrument triggering system was
used to avoid interference from other shipboard acoustic instru-
ments. The trigger was based on the transmit pulse of a Seabeam
2112 system delayed by 0.5 s. This caused the EK60 to ping after
the broadband backscatter from the Seabeam’s transmission had
attenuated. A Knudsen sub-bottom profiler and a 150 kHz RDI
ADCP were synchronized to the EK60 with all instruments
pinging at an interval of 1.4 s.


We also made measurements of acoustic backscatter at 38 and
120 kHz from the NOAA ships Oscar Dyson and Miller Freeman in
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ice-free areas in the spring, and during summer acoustic-trawl
surveys of the EBS in 2007 and 2008 (Table 1). The vessels are
equipped with centerboard-mounted EK60 echosounders which
were regularly calibrated using the standard sphere method (see
De Robertis et al., 2008 for system details). Vessel pitch and roll
were measured continuously with an Applanix PosMV system on
all vessels.


2.3. Acoustic postprocessing


The Healy acoustic data exhibited ‘ringing’ at short ranges due
to reverberation of the transmitted signal within the transducer
well. To eliminate this artifact, only backscatter from 430 m
from the surface to 0.5 m above the sounder-detected bottom
were analyzed. As Healy traveled through heavy ice or backed up
over its wake, ice and aerated water were swept under the
hull, blocking the acoustic signal, which was evident as a weak
bottom echo. To minimize the impact of this interference, which
was most evident at 38 kHz, only pings with a bottom echo
Sv4�30 dB re 1 m�1 (see MacLennan et al., 2002 for an
explanation of the acoustic units used in this paper) were used
in the analysis.


The echosounders on the Miller Freeman and Oscar Dyson were
calibrated, while the Healy’s echosounder was not. The sensitivity of
the Healy’s echosounder is uncertain due to the lack of a calibration,
as well as the losses through the acoustic window, and effects of the
antifreeze solution in the well. As a first-order correction, we used
the strength of the seabed echo (defined as 0.5 m above to 25 m
below the sounder-detected bottom) from the calibrated Oscar


Dyson and Miller Freeman measurements as a standard (see
Johannesson and Mitson, 1983; Hjellvik and De Robertis, 2007).
The rationale for this approach is that if: (1) the bottom echo is
measured accurately, and (2) the vessels passed over bottoms with
similar average characteristics, echosounders adjusted to give the
same bottom echo will produce similar echo intensity from targets
in the water column. We estimated the vessel ratio of the seabed
echo following the method of Hjellvik and De Robertis (2007).
Because the incident angle of the acoustic beam affects seafloor
scattering strength, comparisons were restricted to cases where
both vessels were level (vessel list of o 11, cf. Hjellvik and
De Robertis (2007)). We gridded the seafloor echo into 20 nautical
mile (nmi) square blocks, and identified 57 blocks in 2007 in which
both the Healy and the calibrated NOAA vessels conducted 45 nmi
of trackline and 58 blocks in 2008. We adjusted the gain of the
Healy’s echosounders such that they produced the same mean echo
strength from the bottom as the NOAA ships. Large numbers of
observations were averaged (4900 nmi for Healy and 41350 nmi
for the NOAA ships in either year), and the 95% confidence intervals
for the Healy calibration coefficient ranged between 0.5 and 0.75 dB
(13–19% in linear units).


2.4. Classification of acoustic backscatter


We were unable to directly sample acoustic scatters in the
spring, and relied on inferences based on a dual-frequency techni-
que to distinguish backscatter from fish and zooplankton. This is in
large part possible because acoustic scatterers encountered on the
Bering Sea shelf are well understood from the longstanding time
series of acoustic-trawl surveys used to manage fisheries, including
the 2007 and 2008 summer cruises incorporated in this study
(De Robertis et al., 2010, Ressler et al., 2012). Trawl sampling during
these summer surveys (which cover the �70–500 m depth range on
the EBS shelf) confirms that acoustic scatterers identified in the ‘fish’
and ‘zooplankton’ categories are dominated by pollock and euphau-
siids. Catches from targeted midwater trawls in 2007/2008 were
dominated by pollock, (99/97% by weight), with jellyfish the second-

most abundant component, accounting for only 1/2% of the catch
(Honkalehto et al. 2008, 2009). Nets targeted at acoustically deter-
mined euphausiid aggregations equivalent to those in the ‘zooplank-
ton’ category from 2004–2009 resulted in catches that averaged 80%
euphausiids by number and almost entirely euphausiids by volume
(Ressler et al., 2012). Although species identification is less certain in
shallow areas with depths o�70 m (these depths are not sampled
in the summer surveys) this uncertainty is not a major concern for
the fish component as fish backscatter was rare in these areas in the
spring (26.2% of the spring samples are at bottom depths of o70 m
but account for only 2.6% of total fish backscatter). Zooplankton
backscatter was more abundant at bottom depths of o70 m in
spring, accounting for 16.5% of total zooplankton backscatter. The
limited available sampling (Coyle and Pinchuk, 2002) suggests that
euphausiids likely dominate zooplankton backscatter in shallower
areas as well. Given the low species diversity of acoustic scatterers
encountered on the EBS shelf in summer, the large areas involved,
and the relatively short lag between spring and summer cruises
(�2–3 months), it is likely that the ‘fish’ and ‘zooplankton’ cate-
gories in spring are also largely dominated by scattering from
walleye pollock and euphausiids.


Backscatter was partitioned into signals consistent with fish or
zooplankton based on their relative frequency response, using a
2-frequency variant of the method described in De Robertis et al.
(2010). Acoustic records were averaged into five-ping by 5 m depth
cells, and the frequency response (Sv120 khz�Sv38 khz) in each cell
was computed. Cells with a frequency response in the range of –16
to 8 dB were assigned to the fish category and those in the range of
8–30 dB were assigned to the zooplankton category (cf. Fig. 2 of De
Robertis et al. (2010)). In summer, a persistent surface-associated
layer of unknown composition (De Robertis et al., 2008, 2010),
which was not observed in spring, was manually excluded prior to
applying the frequency difference criteria. To evaluate the perfor-
mance of the 2-frequency method, we compared the results of this
method applied to the summer surveys with those obtained with
the 4-frequency (18, 38, 120, 200 kHz) Z-score method (De
Robertis et al., 2010). The Z-score method has been shown to
produce effective indices of walleye pollock and euphausiid abun-
dance in the EBS in the years of this study (e.g. De Robertis et al.,
2010; Ressler et al., 2012). With the surface-associated layer
excluded, the 2-frequency ‘fish’ and ‘zooplankton’ categories were
highly correlated with the results for the ‘pollock’ and ‘euphausiid’
results of the 4-frequency method (r40.95 for both years).


The resulting nautical area scattering coefficient (sA,
m2 nmi�2) in the fish and zooplankton classes was averaged into
0.5 nmi along-track segments. A �70 dB Sv integration threshold
was applied at 38 kHz for fish backscatter, and a �80 dB Sv


threshold at 120 kHz was applied to zooplankton backscatter. The
resulting data were visually assessed as synthetic echograms (e.g.
Korneliussen and Ona, 2003; De Robertis et al., 2010), and
remaining artifacts (e.g. occasional interference from hydraulic
equipment, noise from striking ice) were excluded manually.
Backscatter measurements from all vessels were limited to areas
with a maximum bottom depth of 200 m to keep signal-to-noise
ratios high at both frequencies. The zooplankton backscatter
exhibited vertical migration, migrating from near bottom to
above 30 m at night, as is observed in the summer (Ressler
et al., 2012). Thus, all zooplankton backscatter measurements
made between sunset and sunrise were excluded.


2.5. Bottom temperature and ice cover


We estimated along track near-bottom temperatures using
temperature profiles and ice conditions from remote sensing
measurements. For the Healy cruises and the spring 2007 Miller


Freeman cruise, near-bottom temperature (at most 10 m off







Fig. 1. Maps of the study area overlaid with the 20 nmi grid used to average


observations. The black squares indicate the blocks visited by all cruises which


were used in the center of gravity calculations. The 50, 70, 100 and 200 m depth


contours are depicted as gray lines.
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bottom) was taken as the deepest reading from Sea-Bird 911plus
CTD (conductivity-temperature-depth) casts made simulta-
neously with the acoustic measurements (Table 1). The CTD
bottom-temperature measurements were linearly interpolated
onto the ship track to a maximum distance of 750 km on either
side of each cast. In the summer, bottom temperatures were
recorded with a Sea-Bird SBE 39 mounted on a bottom trawl on
the 20 nmi grid shown in Fig. 1 which was occupied during the
NOAA bottom trawl survey (Table 1). The time lag between the
acoustic measurements made during the summer acoustic-trawl
survey and temperature measurements made during the bottom
trawl surveys at the same location was 1–30 days, with tempera-
ture profiles occurring a mean of 12.2 days prior to the acoustic
measurement with no latitudinal trend in the time lag.


For the spring surveys, we extracted the ice concentration for
the vessel’s position in each 0.5 nmi along-track segment from the
12.5 km resolution daily images from the Advanced Microwave
Scanning Radiometer-Earth Observing System (AMSR-E) instru-
ment (Cavalieri et al., 2004). In addition, the position of the ice
edge, as interpreted by analysts at the National Ice Center (http://
www.natice.noaa.gov/products/daily_products.html) from a vari-
ety of satellite imagery sources was acquired for each day of the
spring surveys. The ice edge was linearly interpolated to a
resolution of 0.11 in longitude and latitude, and the distance from
the vessel to the interpolated ice edge was computed for each
0.5 nmi segment (negative values reflect distances past the ice
edge and into the ice field).


2.6. Center of gravity


We used the backscatter measurements to assess seasonal
shifts in the geographic distributions of fish and zooplankton. We
computed the center of gravity (CG) of backscatter, which
describes the mean geographic position of the population
(Woillez et al., 2009):


CG¼


Pn
i ¼ 1 sA,ixiPn


i ¼ 1 sA,i


, ð1Þ

where x is the geographic position and n is the number of
samples. Calculations were made separately for the north-south
and east-west axes. As the cruise tracks differed among years and
seasons, we used a fixed set of 96 blocks visited in all years/
seasons to compute CG. These samples were distributed broadly
over the EBS outer and middle shelf (Fig. 1). Because the same
sample locations were used for each cruise, differences in CG will
reflect shifts in the distributions of fish and zooplankton at these
locations (i.e. the CG of sample locations does not differ among
data sets). Approximate 95% confidence limits of the CG were
established by bootstrapping the 2.5 and 97.5 percentiles of CG


derived from 10,000 replicates of 96 samples drawn from the data
with replacement.


2.7. Univariate analysis of backscatter and environmental covariates


We averaged the along-track acoustic and environmental
observations onto the 20 nmi grid of the EBS shelf used by the
NOAA bottom trawl survey (Fig. 1, Kotwicki et al., 2005). Only
those segments for which all environmental measures (i.e. bottom
temperature, seafloor depth, ice cover and distance from the ice
edge) were available were used in the analysis. In practice, data
were limited by proximity to CTD casts and the 200 m maximum
analysis depth. Grid cells in which 45 nmi of acoustic data were
available were used in further analyses. The environmental covari-
ates were computed as the mean values of the individual data-
points within in each block. This resulted in 131 blocks in spring
2007 and 92 in spring 2008. We averaged the temperature and
acoustic data from the summer 2007 and summer 2008 surveys on
the same grid, resulting in 210 and 212 blocks, respectively.


We first conducted a univariate analysis based on the cumu-
lative distributions of backscatter and environmental variables to
establish if fish and zooplankton occurred disproportionately
under some conditions. The analysis compares the cumulative
distribution of environmental metrics weighted by fish or zoo-
plankton sA with the distribution of the environmental metric in
the area surveyed. We sorted the paired acoustic (fish or zoo-
plankton sA) and environmental (E) measurements in ascending
order of E, and computed the minimum values of the E at which a
given percent P (i.e. 10, 25, 50, 75, 90%) of total backscatter in
each class was observed. This can be expressed as the lowest
value of the environmental characteristic Ej, that fulfills the
following expression:


Xj


i ¼ 1


sA,iZ
P


100


Xn


i ¼ 1


sA,i


 !
, ð2Þ


where i and j are indices into the sorted vector of E, and n is the
total number of 20 nmi blocks.


This metric provides a simple summary of the environmental
conditions under which the populations were found: it is an index
of the environmental conditions experienced by a given propor-
tion of the population. By comparing these to the 10th, 25th, 50th,
75th and 90th percentiles of E in the areas surveyed one can infer
whether the populations are distributed differently from the
conditions in the area sampled. No major differences between
years were observed; therefore, the results from both years were
pooled to simplify the presentation.


2.8. Generalized additive models


The multivariate relationship between acoustic backscatter and
environmental covariates in the spring surveys was explored using
generalized additive models (GAMs, Hastie and Tibshirani, 1990).
The functional relationship between each covariate and the
response variable is estimated by simultaneously fitting multiple



http://www.natice.noaa.gov/products/daily_products.html
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covariates to the data with nonlinear functions under the assump-
tion that covariates have an additive effect on the response
variable. The method was used to interpret how backscatter
changes with the environmental covariates, as it does not require
a priori designation of the functional form of the relationship.


We fit the following model of environmental and geographic
covariates to the 20 nmi averaged spring acoustic measurements


b¼ sðlon,latÞþsðicedistÞþsðiceconcÞþsðtempÞþ f ðyÞ, ð3Þ


where b is log-transformed acoustic backscatter, lon, lat are the
longitude and latitude at the midpoint of each block, icedist is the
distance in km from the ice edge, iceconc is the percent ice cover, temp


is the bottom temperature, and y is the year. The function s represents
a nonlinear regression spline, and f represents a factor accounting for
interannual differences in abundance. To achieve approximately

Ice edge
10 April
26 April
12 May


Ice edge 
29 March
16 April
06 May


Fig. 2. Maps of the interpolated ice edge and bottom temperatures during the spring c


temperature are shown as thin black lines. The position of the ice edge is shown at the b


CTD casts. The 50, 70, 100 and 200 m depth contours are depicted as gray lines.

normally distributed residuals as assumed by the model, different
transformations were applied to fish and zooplankton backscatter
(b¼ log10(sAþ1) for fish, and log10(sAþ10) for zooplankton).


Models were fit using the MGCV library (version 1.4–1; Wood,
2006) for R (R Development Core Team, 2010), using the Gaussian
family model and identity link function. The covariates were fit
with penalized regression splines, and in the case of latitude/
longitude a 2-dimensional spline of longitude and latitude was
used to account for the mean geographic effect (Wood and
Augustin, 2002). Depth and longitude were not both included in
the final model as depth varies smoothly with geographic position
in the Bering Sea. Depth was excluded from the model as latitude/
depth produced models with poorer fits than latitude/longitude.
The degree of smoothing was selected by cross validation (Wood
and Augustin, 2002), with smoothers limited to 10 df for the
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1-dimensional terms, and 20 df for the latitude/longitude term.
Generalized cross-validation (GCV) was used to select the covari-
ates included in the final models. The models were reduced by
sequentially eliminating covariates whose partial effect had the
lowest significance level. This process was repeated until elimina-
tion of a covariate caused an increase of the model GCV. Because
the EBS exhibited sizeable changes in ice cover during the spring
cruises, we treated visits of a 20 nmi block41 week apart as
individual data points for a total of 241/239 blocks for fish/
zooplankton. Results were similar (i.e. same final models, but with
higher GCV scores) if the revisits of a block were averaged together.

3. Results


Much of the continental shelf of the EBS was ice-covered
during the spring of the two field years, with the ice retreating

Fig. 3. Map of fish backscatter in (A) spring 2007, (B) summer 2007, (C) spring 2008 an


the logarithm of fish backscatter. The 50, 70, 100, and 200 m depth contours are depic

substantially during the cruises (Fig. 2). In spring, the near-
bottom water temperature generally did not change by more
than 0.2 1C within 20 m of the bottom. In shallow (r70 m) areas
with near-freezing (r�1.6 1C) bottom temperatures, the water
column remained nearly isothermal to the sea surface. Bottom
temperatures were lowest in shallow water and to the north, with
very cold water at bottom depths of o70 m and north of 601N. In
2008, ice cover was more extensive and bottom temperatures
were lower than in 2007, with ice covering much of the
outer shelf.


In spring, fish backscatter was primarily observed at 4100 m
depth, with few fish in the cold, ice-covered northern inshore
areas (Fig. 3). In spring of both years, isolated aggregations of fish
were repeatedly observed at �70 m bottom depth at latitudes
o591N (e.g. �1691W and 57.51N in Fig. 3C). The distribution of
fish backscatter was generally similar in spring and summer (i.e.
compare Fig. 3A B and C-D), but fish did not extend as far to the

d (D) summer 2008. Symbol size and color along the ship track are proportional to


ted as gray lines.







Fig. 4. Map of zooplankton backscatter in (A) spring 2007, (B) summer 2007, (C) spring 2008 and (D) summer 2008. Zooplankton migrated above the observation depth at


night, and only daytime measurements are shown. Symbol size and color along the ship track are proportional to the logarithm of zooplankton backscatter. The 50, 70, 100,


and 200 m depth contours are depicted as gray lines.
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north in spring, particularly in 2008. Fish backscatter was almost
absent on the outer shelf north of 59.51N in 2008, while fish
backscatter was present in much of this area in 2007 (i.e. compare
the cross-shelf transects at � 601N in Fig. 3A and C). This area was
in the marginal ice zone in 2007 (Fig. 2A), but well inside the ice
field for the entire cruise in 2008 (Fig. 2B). Water temperatures
were colder in this area in spring 2008 than spring 2007 (e.g.
compare cross shelf transect at 601 N in Fig. 2B and D).


Zooplankton backscatter in both spring and summer was more
evenly distributed than fish backscatter over the continental shelf
(Fig. 4). In comparison to the other areas sampled, Zooplankton
backscatter tended to be elevated in the shallow water of south-
east EBS along the Alaska Peninsula and also on the outer shelf. As
with fish, very little backscatter from zooplankton was observed
in the cold, ice-covered northern portion of the shelf (i.e 4611N
and o70 m) visited in the spring.

Changes in the center of gravity of fish backscatter were
consistent with seasonal movements of fish (Fig. 5A). There was
a northwest shift in fish distribution along approximately the
same depth contours from spring to summer: the center of
gravity shifted 129 km in 2007, and 194 km in 2008, with the
seasonal change exceeding the bootstrapped confidence intervals
(Fig. 5 A). This appears to be in large part due to fish moving into
the northernmost parts of the study area between spring and
summer (i.e. compare the northernmost parts of Fig. 3A, B and C,
D). The mean position of zooplankton backscatter tended to be
inshore and to the south of that for fish (Fig. 5). In contrast to the
fish backscatter, zooplankton backscatter did not exhibit a strong
or consistent shift between spring and summer (Fig. 5B).


The univariate analysis of environmental variables revealed
that fish were most abundant under a narrow set of environ-
mental characteristics, while zooplankton were distributed over a
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Fig. 5. Center of gravity of (A) fish and (B) zooplankton backscatter, with bootstrapped 95% confidence intervals. The center of gravity was computed from the subset of


areas sampled during all cruises, so the changes cannot be explained by differences in the areas sampled.
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wider range of environmental characteristics (Fig. 6). In spring,
fish backscatter was restricted largely to the warmest bottom
temperatures (e.g. 75% of backscatter occurred at 41.1 1C, which
accounted for 22% of area sampled) while zooplankton back-
scatter was found over a wider range of temperatures, but
showed a tendency to be less abundant at the lowest tempera-
tures (Fig. 6A). In summer, fish were found at temperatures
similar to those in spring, while zooplankton were observed at
temperatures similar to those in the surveyed area.


Fish backscatter was concentrated in the deepest areas
sampled in the spring (Fig. 6B, 75% of abundance in areas with
a bottom depth 497 m, which is 35% of the area sampled).
Zooplankton backscatter showed a similar trend towards higher
abundance in deeper water in spring, but zooplankton extended
into much shallower water than pelagic fish. Fish backscatter was
observed at similar depths in spring and summer, while the
zooplankton backscatter was distributed in shallower water in
the summer, approximately in the same proportion as the depths
surveyed during the summer (Fig. 6B).


A large fraction of the environment sampled in spring was ice-
covered, but most of the fish were detected under no or moderate
ice cover (Fig. 6C). Zooplankton also showed a tendency towards
lower abundance in areas with high ice cover, but to a lesser
degree than fish (Fig. 6C). Fish abundance was high in the
marginal ice zone close to the ice edge, with 50% of total fish
backscatter observed from 34 km before to 40 km inside the ice
field (Fig. 6D). Fish abundance was elevated near the ice edge, but
zooplankton were distributed broadly relative to the ice edge
(Fig. 6D).


The generalized additive models, which simultaneously fit the
relationship between backscatter and environmental features in a
geographic context, produced results consistent with the univari-
ate analysis described above. In the final fish model, the distance
from the ice edge, percent ice cover, and bottom temperature
were all highly significant, while the geographic position was
significant, but not as strongly (Table 2). Dropping the

environmental covariates and fitting to latitude/longitude alone
resulted in a poorer model fit (e.g. compare the GCV scores for the
full and geographic-only models in Table 2).


In contrast, only the geographic position and distance from the
ice edge were significant in the zooplankton model, but bottom
temperature, which was not significant, was included as this
improved the GCV (Table 2). Compared to fish, there was a much
smaller change in zooplankton model fit when the environmental
covariates were dropped (i.e. compare GCV for full and geographic
only models in Table 2). This, along with the univariate analysis
described above, suggests that the environmental features are
only marginally informative and explain much less of the varia-
bility in zooplankton abundance than they do in fish abundance.
Fitting the GAM to the Healy dataset only (n¼241/199 blocks for
fish/zooplankton, respectively) produced similar results: the same
final model was selected for fish, and the geographic only model
for zooplankton was only marginally worse than those including
the other environmental covariates.


The predicted effect of each environmental covariate in the
final model of fish backscatter (Table 2) is shown in Fig. 7. Each
plot shows the additive effect of each covariate when the fitted
effect of all other covariates (including the fits of latitude and
longitude, which are not shown) are held constant. Fish abun-
dance was strongly associated with bottom temperature (Fig. 7A),
with the highest abundances at �2 1C, and a steep drop at colder
temperatures. For example, Fig. 7A shows that the fish response
variable (log10) is predicted to increase � 1.5 orders of magnitude
between �1 and 2 1C. Fish abundance also tended to decrease at
the highest bottom temperatures. This is because the warmest
temperatures were found over the southern part of the outer
shelf, where fish abundance was low in both in summer and
spring (see shelf in the vicinity of 551N in Figs. 2 and 3). Fish
abundance increased in the vicinity of the ice edge, with many
high observations in the first �75 km past the ice edge (Fig. 7B).
However, the association with the ice edge was variable and
smaller in magnitude than the temperature effect (Fig. 7A).
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Increasing sea ice cover had a negative effect of fish abundance
(Fig. 7C): this effect was of similar magnitude as the distance from
the ice edge. The effect of the covariates is additive: fish
abundance is predicted to be highest at warm bottom tempera-
tures (�2 1C), near the ice edge, and in low ice cover.
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Fig. 6. Conditions in the environment sampled and where fish and zooplankton


backscatter was observed. Box plots show the environmental features at which the


10th, 25th, 50th, 75th and 90th percentiles of total fish and zooplankton back-


scatter were observed. Environment box plots represent the same percentiles for


the area sampled. Spring and/or summer distributions are depicted in relation to


(A) bottom temperature, (B) bottom depth, (C) percent ice cover, and (D) distance


to the ice edge (negative numbers reflect distances past the ice edge and into the


ice field).


Table 2
Results of generalized additive model selection. The full model refers to the final model


and latitude and longitude only. The generalized cross-validation (GCV) score and ef


approximate F tests (Wood and Augustin, 2002) for each covariate remaining in the fin


model selection, and n/a denotes covariates that were not included in the initial mode


Model n blocks GCV score Total edf Deviance expla


Fish—full model 309 0.36 30.2 76.3%


Fish—geographic only 309 0.47 17.2 66.5%


Zooplankton—full model 239 0.11 22.3 64.6%


Zooplankton—geographic only 239 0.12 13.4 60.0%

4. Discussion


In spring, sea ice and low temperatures have a profound effect
on the distribution of pelagic fish on the continental shelf of the
eastern Bering Sea. During this time, backscatter from pelagic fish
(primarily walleye pollock, see below) was largely restricted to
the outer shelf (4100 m depth) near and often slightly past the
ice edge, and in warmer (40.5 1C) water. In contrast, the
distribution of backscatter from pelagic macrozooplankton
(dominated by euphausiids, see below) was present over a
broader range of environmental conditions. Overall, macrozoo-
plankton backscatter was relatively ubiquitous at low levels, with
occasional regions of high density as reported by (Coyle and
Pinchuk, 2002) for the inner shelf and Ressler et al. (2012) for the
outer shelf. There is substantial backscatter from macrozooplank-
ton in the spring, which suggests that macrozooplankton popula-
tions overwinter on the EBS shelf. Regions of elevated
macrozooplankton density were in general either in the southern
or offshore northern part of the area surveyed, but were not
closely tied to temperature or ice cover. There was little pelagic
fish or macrozooplankton backscatter in the cold, ice covered
shallow northern Bering sea, consistent with previous reports of
an arctic-like ecosystem with little pelagic biomass (Grebmeier
et al., 2006).


Very few fish were observed on the northern outer shelf in
spring, particularly in 2008, when ice and low temperatures
extended over much of the area. By summer, the population
had re-occupied these northern habitats. The range of tempera-
tures and depths at which fish were distributed was similar in
spring and summer. These habitat associations suggest that
seasonal ice cover and cold temperatures have the largest effect
on the northernmost part of the fish distribution. Fish on the
northern outer shelf appear to retreat southeast along depth
contours as sea ice advances in the spring, and then reoccupy
this area as the ice retreats and bottom temperatures warm in the
summer. In 2008, when temperatures were colder and ice cover
was more extensive, a larger southeastward shift of the fish
distribution in spring was observed than in 2007. These direct
observations support the northward summer migration of pelagic
pollock inferred from annual changes in summertime distribution
and temperature (e.g. Pola, 1985; Kotwicki et al., 2005). However,
there was little evidence for a shoreward shift in distribution as
has been previously reported (Pola, 1985; Kotwicki et al., 2005).
This discrepancy is likely attributable to sampling methodology:
acoustic methods under-sample pollock in shallow water where
the fish tend to be close to the bottom (Ona and Mitson, 1996,
Kotwicki et al., 2005, 2009; Ressler et al., 2012). The results
reported here are thus only valid for the pelagic subset of the
population, which does not exhibit the inshore movements of the
demersal fraction of the population sampled in the bottom trawl
survey (Kotwicki et al., 2005).


Although we limited formal analysis to 30–200 m depth to
allow for multi-frequency analysis, 38 kHz data were collected to
500 m, and the 120 kHz data could be resolved from 15 m depth.

fit to all variables, while the geographic only model refers to the model fit to year


fective degrees of freedom of the model (total edf) as well as the p value from


al mode is listed. The notation ex denotes covariates excluded from model during


l.


ined lon/lat Distance from ice edge Ice cover Bottom temp Year


o0.05 o0.001 o0.001 o0.001 o0.05


o0.001 n/a n/a n/a ex


o0.01 o0.05 ex ns o0.001


o0.001 n/a ex ex o0.001
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Fig. 7. Additive effects of environmental covariates on fish acoustic backscatter from fitting generalized additive models. Effect of (A) bottom temperature (B) distance


from the ice edge (negative numbers reflect distance past the ice edge). (C) percent sea ice cover. The lines indicate the mean and gray shading the 95% CI of the effect of


the environmental parameter on acoustic backscatter when all other covariates (see Table 2) are held constant. The symbols are the partial residuals (i.e. the residuals after


removing the mean effects of the other covariates) for each data point. The distribution of samples is given by the ticks on the x-axis. The units of the y-axis are the additive


effect on log10(sAþ1), i.e., a 1 unit change reflects a 10 fold change in acoustic backscatter.
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We did not observe large concentrations of fish near the surface
or aggregations of fish at depths 4200 m, which suggests that as
in summer (e.g. Honkalehto et al., 2009), the population is
primarily semi-demersal and distributed over the continental
shelf in spring. Furthermore, the strong habitat associations
observed in spring cannot be attributed to uncertainties in the
bottom calibration method used to scale the Healy echousounder
to those on the calibrated NOAA ships as: 1) the confidence
intervals in the scaling factor are relatively small in magnitude
(o20% in linear units) compared to the environmental associa-
tions, and 2) the habitat associations evident in the univariate and
GAM analyses are robust to removal of the relatively small
springtime data set from the NOAA ships.


Acoustics offers many advantages for measurement of the
abundance and distribution of pelagic communities (reviewed in
Simmonds and MacLennan, 2005), particularly in inaccessible ice-
covered areas. However, acoustics provides limited information
about key biological characteristics such as species and size
composition (MacLennan and Holliday, 1996; Horne, 2000). The
usual approach to inferring species composition and size distri-
bution is to complement acoustic measurements with directed
trawl samples (McClatchie et al., 2000), which was not possible
here. In the absence of trawl information, we have relied on the
substantial and well-understood difference in relative frequency
response of fish and zooplankton (e.g. Madureira et al., 1993;
Coyle and Pinchuk, 2002; De Robertis et al., 2010) as well as
summer trawl sampling of acoustic scatterers in the EBS to
separate backscatter into two functional groups, fish and large
zooplankton. Backscatter from fish common to the EBS does not
exhibit a strong increase at 120 kHz relative to 38 kHz as do
zooplankton (Coyle and Pinchuk, 2002; Gauthier and Horne,
2004; De Robertis et al., 2010). In the EBS, these functional groups
are relatively straight-forward to interpret as they are dominated
by a few abundant species: in the summer, backscatter from fish
on the outer shelf is attributable almost entirely to walleye
pollock (e.g. Honkalehto et al., 2008, 2009; De Robertis et al.,
2010). Since limited fish backscatter was observed elsewhere on
the shelf, the fish backscatter described here likely reflects the
abundance and distribution of pollock. Given the relatively
shallow water and cold temperatures under which they
were found, the occasional aggregations observed at �70 m
depth in cold water in the vicinity of 581N in the spring are
unlikely to have been pollock, and were likely aggregations of

more cold-tolerant species such as capelin (Brodeur et al., 1999;
Ciannelli and Bailey, 2005) or arctic cod (Wyllie-Echeverria and
Wooster, 1998).


We cannot resolve the size distribution of fish and zooplank-
ton in our measurements and thus are unable to resolve environ-
mental relationships on a size-specific basis. However, fish and
macrozooplankton will have different size-dependent contribu-
tions to the backscatter as measured here. At the frequencies used
in this study, macrozooplankton scattering is highly dependent on
material properties and size (e.g. backscatter scales as the fourth
power of length, Greenlaw, 1979), and the contribution from the
largest organisms such as euphausiids and amphipods will
dominate the signal. In contrast, swimbladdered fish such as
pollock are strong scatters at all sizes (e.g. Traynor and
Williamson, 1996), and all sizes of fish will contribute to the
acoustic signal. In fact, small fish will have a larger mass-specific
contribution to backscatter as acoustic backscatter scales roughly
as the square of length while their weight scales as the cube of
length (Simmonds and MacLennan, 2005).


Based on summer net sampling, the 120 kHz macrozooplank-
ton backscatter is thought to stem primarily from euphausiid
aggregations, with Thysanoessa inermis dominating at4100 m,
and T. raschii at o100 m, and mysids becoming important at the
shallowest water depths sampled (o40–50 m) (Smith 1991,
Coyle and Pinchuk, 2002; De Robertis et al., 2010; Ressler et al.,
2012). Although euphausiid communities in the spring are not
well sampled, qualitative macrozooplankton collections for
experiments during the Healy spring cruises analyzed here
resulted in similar euphausiid species compositions as in the
summer (Harvey et al., 2012). The combined responses of multi-
ple euphausiid species, as well as backscatter from other zoo-
plankters may mask the environmental preferences of individual
species in our analysis. Animals near the seafloor will be under-
estimated by acoustic methods (Ona and Mitson, 1996), but this is
not suspected to be a severe problem for euphausiids as the
available demersal sampling suggests that most of the euphau-
siids on the middle and outer shelf are in the water column
(Ressler et al., 2012). Although euphausiids in the EBS are strong
vertical migrators and are not abundant in the upper water
column (o30 m) during the day (Ressler et al, 2012), it is likely
that near-surface euphausiids in ice-covered areas were under-
sampled in spring: during these cruises euphausiids were
observed on the underside of the sea ice during daytime
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(Rolf Gradinger, University of Alaska Fairbanks, pers., commu-
nication). Euphausiids are associated with sea ice during winter in
other environments (Brierley et al., 2002; Nicol, 2006), and the
interactions of EBS euphausiids with sea ice and the fraction of
the population in the ice that was unavailable to acoustic
measurement is unknown.


Overall, the 2-frequency method used here will produce more
robust classifications of fish than zooplankton. The method
assumes no spatial overlap at the scale of a five-ping by 5 m
analysis cell (De Robertis et al., 2010). Due to the difference in
frequency response and target strength between pollock and
euphausiids, fish backscatter will be more robust to violations
of this assumption. Superposition of fish and macrozooplankton
backscatter with equivalent 120 kHz backscatter strengths (which
in itself is unlikely due to the high target strength of fish) will
yield a frequency response within 3 dB of that of fish alone, which
is more likely to be classified as fish than macrozooplankton.
Additionally, misclassifications will have a stronger relative effect
on macrozooplankton backscatter than fish backscatter due to the
higher target strength of fish (Coyle and Pinchuk, 2002).


Our measurements indicate that the northern boundary of the
distribution of fish communities dominated by walleye pollock in
spring is largely determined by low temperature and ice cover. In
spring, a large fraction of the population is in the vicinity of the
ice edge, on the outer shelf, at depths 4100 m where bottom
temperatures exceed 1 1C. Most of the change in distribution
appears to be in the northernmost areas, well past the ice edge.
Given that pollock are found at similar temperatures and depths
during spring and summer, it is likely that their extent over the
continental shelf is shaped by environmental conditions year-
round (e.g. Kotwicki et al., 2005). Favorable habitat is likely at a
minimum in the spring, and there will be substantial variability in
the extent of suitable habitat in warm and cold years.


Although the effects of spring conditions on pollock remain
poorly understood, the large body of work during the summer
provides some clues as to the processes that may be important in
spring. Pollock recruitment tends to be highest when winters are
mild and summer sea surface temperatures are moderate, with
environmental conditions having the strongest effect at age-1, the
age at which year-class strength in the Bering Sea is largely
determined (Ohtani and Azumaya, 1995; Quinn and Niebauer
1995; Mueter et al., 2006 Mueter et al., 2011). Pollock are
cannibals, and cannibalism is the largest source of mortality for
juvenile pollock (Aydin and Mueter, 2007). This is supported by
analyses showing that changes in the summer spatial overlap of
adults and juveniles (mostly age-1) from the bottom trawl survey
are as good a predictor of recruitment success as environmental
variables (Wespestad et al., 2000; Mueter et al., 2006). On the EBS
shelf, pollock feed year-round, and tend to shift to a more
piscivorous diet in winter and spring (Dwyer et al., 1987). Given
that cannibalism on age-1 pollock is predictive of recruitment
success (Mueter et al., 2006), the spatial overlap of age-1 fish and
adult fish in the northwest EBS may be a key influence on
cannibalism. Although we could not differentiate among age
classes of pollock in our measurements, pelagic age-1 pollock
are generally more abundant in the northern EBS (e.g. Dwyer
et al., 1987; Kotwicki et al., 2005; Honkalehto et al, 2009).
Cannibalism on age-0 pollock is widespread in the southeastern
shelf, but cannibalism on age-1 pollock is potentially higher in the
northern parts of the shelf (Dwyer et al., 1987). Since very little
fish backscatter was observed in the northern part of the survey
area or inshore of �80 m in the spring, this suggests that all ages
of pelagic pollock are restricted to the warmer parts of the
marginal ice zone on the outer shelf in spring. If the northern
extent of the population is restricted to the shrinking warmer, ice-
free outer shelf habitat, spatial overlap of age-1 and adult fish

may be highest in the spring. This increased overlap of over-
wintering juvenile and adult pollock may increase cannibalism of
age-1 pollock in cold years.


Temperature and ice cover structure food webs in the EBS by
excluding sub-arctic fish species from the cold pool and northern
Bering Sea (Ciannelli and Bailey, 2005; Grebmeier et al., 2006;
Mueter and Litzow, 2008). If pollock exert predatory control over
euphausiid populations (Springer, 1992, Ressler et al., 2012), the
broader environmental tolerances of euphausiids may limit spa-
tial overlap, creating a spatial refuge from pollock predation.
Years and areas that are cold and icy may provide a release
from predation by pollock, particularly in spring when conditions
are most extreme. The size of the cold pool in summer limits
pollock expansion onto the middle shelf (Kotwicki et al.,
2005), and springtime ice cover may set the degree to which
pollock overlap with, and prey upon euphausiids. Ice may also
mediate predator–prey interactions indirectly as pollock are
visual feeders, and decreased light transmission through ice,
particularly when covered in snow (Perovich, 1990) will alter
the feeding success of visual predators (Ryer and Olla, 1999;
Aksnes, 2006).


The movements of pollock in relation to temperature and ice
cover may have ramifications for species that depend on pollock,
particularly those that are unable to follow the population as
distributions change. In spring, pollock were distributed primarily
in the marginal ice zone near the ice edge. This may be relevant
for feeding of ice-associated seals: for example, pollock are a
major part of the diet of adult spotted seals in the EBS (Boveng
et al., 2009). The seals are distributed at the southern ice edge
over water depths of o200 m during the spring reproductive
season (Boveng et al., 2009). Pups are weaned at the end of April
and become self-sufficient as the pack ice retreats, with euphau-
siids and other crustaceans forming a substantial fraction of the
recently weaned pups (Boveng et al., 2009). The distribution of
these seals is linked to the ice edge, and the location of the ice
edge relative to pollock and euphausiid populations may be
important to seal populations during this critical time.


Our springtime measurements indicate that the distribution of
fish communities dominated by walleye pollock in the EBS is
limited by cold water and ice cover. In comparison, the distribu-
tion of macrozooplankton populations dominated by euphausiid
populations is much broader, and the distributions are not
strongly limited by ice or low temperature. Fish can be abundant
in the marginal ice zone when water temperature is not limiting,
but are abundant only at relatively short distances into the ice
field. Shifts in pelagic fish distribution from spring to summer are
principally to the north-west along the outer shelf, with the
largest shift in the northern areas. These shifts likely reflect
seasonal changes in the distribution of walleye pollock, which
dominate the fish assemblage in this area. In cold years the
population will be distributed over a smaller area in spring, and
there may be less spatial overlap with macrozooplankton prey,
and increased potential for cannibalism on age-1 pollock.


It is clear that increased potential for cannibalism on age-1
fish, and reduced spatial overlap with macrozooplankton in cold
springs, both of which would act to reduce juvenile survival are
not the only factors determining recruitment as pollock recruit-
ment has been relatively high in recent years (2006–2009) which
have been cool or cold (Ianelli et al, 2010). This is not unexpected
as there are many other processes (e.g. recent trajectory of the
ecosystem, timing of the spring bloom, abundance of predators
and prey, availability of alternative prey) affecting the demogra-
phy of pollock over a range of life history stages that interact in
complex ways (e.g. Bailey et al., 2005; Hunt et al., 2002, 2011;
Coyle et al., 2011) However, it is clear that the extreme arctic-like
conditions encountered in spring in the Bering Sea strongly
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constrain the distribution of pollock, and the consequences of
these shifts in distributions merit further study as environmental
changes have the potential to alter the population dynamics of
pollock and the interactions of this dominant species with the rest
of the ecosystem.
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It has long been recognized that fish can avoid approaching vessels and that these behaviours can bias fishery surveys. Underwater
noise is considered the primary stimulus, and standards for research vessel noise have been established to minimize fish reactions.
We review the literature on fish reactions to vessels appearing since these recommendations were made, focusing on acoustic
surveys, and compare how fish react to noise-reduced and conventional vessels. Reactions to approaching vessels are variable and
difficult to predict. However, the behaviour can bias acoustic abundance measurements, and should be considered when performing
acoustic surveys. The few comparisons of acoustic abundance measurements from noise-reduced and conventional vessels are contra-
dictory, but demonstrate that the sound pressure level, on which the noise-reduction criterion is based, is insufficient to explain how
fish react to survey vessels. Further research is needed to identify the stimuli fish perceive from approaching vessels and the factors
affecting whether fish perceiving these stimuli will react before further recommendations to reduce vessel-avoidance reactions can be
made. In the interim, measurement of the biases introduced by fish avoidance reactions during surveys, and timing of surveys when
fish are in a less reactive state, may reduce errors introduced by vessel avoidance.


Keywords: acoustic surveys, behaviour, noise-reduced vessel, ship, underwater radiated noise, vessel avoidance.


Introduction
The presence of a moving survey vessel can impact the behaviour
of fish, which may in turn influence vessel-based observations of
fish. For the purpose of this review, a vessel-induced fish reaction
is defined as a change in behaviour in response to the approach of
a moving survey vessel. Reactions to approaching vessels are of
general concern as a range of species have been documented to
react to vessels including large ships (Olsen, 1990; Mitson 1995),
small boats (Xie et al., 2008), and underwater vehicles (Stoner
et al., 2008). Although biases introduced by behavioural reactions
to the vessel or the sampling gear certainly affect other sampling
methods, such as trawling (Handegard and Tjøstheim, 2005;
Kaartvedt et al., 2012), this review focuses primarily on large re-
search vessels making acoustic measurements. The reason for fo-
cusing on acoustic surveys is that they can, in theory, make
unobtrusive observations at ranges longer than the reaction


distance of fish. However, the acoustic method is sensitive to
changes in fish behaviour (Mitson, 1995; Fréon and Misund,
1999), and behavioural disturbances caused by the survey vessel
can introduce a substantial bias in abundance estimates of com-
mercially important stocks (Løland et al., 2007; Hjellvik et al.,
2008).


Fish reactions to approaching vessels were reported by Olsen
(1971), where vessel-induced fish behaviour adversely affected
fishing success in Norwegian purse-seine fisheries for herring.
Subsequent studies provided increasing evidence that fish can
exhibit responses consistent with avoidance of vessels (e.g. Olsen
et al., 1983a; Ona and Godø, 1990). The reactions, which can be
dramatic, can occur at separation distances between the fish and
the vessel of several hundred metres (Figure 1), which suggests
that the stimulus propagates well ahead of the vessel. The most
likely stimulus causing a reaction at long range is thought to be
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underwater radiated noise, as vessels produce high levels of
radiated noise in the frequency range of fish hearing that propa-
gates far from the vessel (Engås et al., 1995; Mitson, 1995). Fish
are known to be attracted to or to avoid visual stimuli from
vessels, but visual stimuli are unlikely to be the cause of reactions
at long range, particularly during the day (Fréon and Misund, 1999).


In response to mounting concern about the influence of
vessel-induced reactions of fish on abundance surveys, low-
frequency (1–1000 Hz) limits for research vessel underwater
radiated noise were formulated to minimize vessel avoidance in
ICES cooperative research report 209 (Mitson, 1995), hereafter
denoted ‘CRR 209’. Recommendations were also made at frequen-
cies .1000 Hz to maximize the performance of acoustic instru-
ments (Mitson, 1995). Although noise-reduced vessels conforming
to these recommendations are substantially quieter than their con-
ventionally designed (i.e. not noise reduced) counterparts over a
broad frequency range (Mitson and Knudsen, 2003), there has
been no overarching evaluation of the efficacy of noise-quieting
measures on reducing fish reactions to survey vessels.


The approach taken in this paper is to review the recent litera-
ture on avoidance of vessels by fish, and the discussion is intended
to follow the approach of CRR 209. We focus primarily on the
body of work appearing after CRR 209, as reviews of the work con-
ducted prior to that publication are available elsewhere (Olsen,
1990; Aglen 1994; Mitson, 1995; Fréon and Misund, 1999), and
emphasize studies that provide quantitative estimates of the
impacts of fish reactions to survey vessels on acoustic abundance
estimates. We first summarize what is known about how fish
react to approaching vessels, and then examine how these beha-
viours may influence abundance estimation. We then review
studies comparing noise-reduced and conventional research
vessels to determine whether noise reduction (as proposed in
CRR 209) minimizes avoidance reactions. Finally, we examine
which stimuli produced by an approaching vessel may be
causing fish to react, and consider the mechanisms that may influ-
ence whether fish that have detected the presence of a vessel will in
fact react.


What behavioural changes are triggered by
approaching vessels?
When fish are observed to react to moving research vessels, the re-
action is generally consistent with an avoidance response. Typical
reactions are diving, horizontal movements, and altered tilt angle
distributions (Mitson, 1995; Simmonds and MacLennan, 2005).
Strong diving responses have been reported for overwintering
Norwegian spring spawning herring (Vabø et al., 2002; Ona
et al., 2007), and demersal gadoids responding to a trawling
vessel in the Barents Sea (Handegard and Tjøstheim, 2005).
Walleye pollock have been observed to exhibit diving responses,
but vertical displacements are modest, typically ,5 m (De
Robertis et al., 2008; De Robertis and Wilson 2010, 2011).
Gerlotto et al. (2004) showed that anchovy and common sardine
exhibited a moderate diving response (from the surface to the
5–10 m depth layer).


Lateral avoidance has been inferred from tracking schools
with sonars (Misund et al., 1996), counting the number of
detected schools in the athwarthship direction (Soria et al.,
1996), and tracking individual fish using split-beam echosounders
(Handegard and Tjøstheim, 2005). Lateral avoidance appears to be
situation specific; for example, Gerlotto et al. (2004) reported no
difference in school counts as a function of athwartship distance,
indicating that no lateral avoidance occurred, whereas other
studies have reported elevated densities of fish schools from
lateral-looking sonars compared with downwards-looking echo-
sounders (e.g. Pitcher et al., 1996; O’Driscoll and McClatchie,
1998) which indicates lateral avoidance. Ona et al. (2007) used
an acoustic Doppler current profiler to estimate the mean horizon-
tal movement of the fish layer during vessel approach and passage,
but no clear signal was observed (R. Patel, pers. comm.).


Fish well ahead of approaching vessels have been documented
to move towards the vessel path (e.g. Gerlotto and Freon, 1992;
Misund and Aglen, 1992; Misund et al., 1996; Soria et al., 1996;
Handegard and Tjøstheim, 2005). This pattern may be explained
by the fish reacting to the sound field, as ships can produce a non-
uniform ‘butterfly’ pattern of radiated noise in the lateral plane.
This occurs at higher frequencies, with a minimum in front of
the vessel and maxima to each side due to shading of propeller
noise by the hull (Urick, 1983). Thus, observations of fish
herding towards the vessel track ahead of the vessel could be
explained by the fish moving away from areas of high radiated
noise (Misund et al., 1996). This suggests that radiated noise pro-
duced in the area of the propeller may be an important stimulus, at
least at longer ranges (Misund et al., 1996). However, fish to the side
of a moving vessel have also been observed to move towards the
vessel (Røstad et al., 2006), which is inconsistent with movement
away from noise radiating in the ‘butterfly’ pattern described above.


How do these behaviours affect acoustic
measurements?
Diving behaviour changes the orientation of fish, which will
impact acoustic measurements of abundance. At the frequencies
used by echosounders, backscattering is highly dependent on the
tilt angle of the fish relative to the acoustic beam (Foote, 1985;
Hazen and Horne, 2004). Thus, large changes in backscatter can
result from a general diving response (e.g. Ona et al., 2007), polar-
ization of an aggregation (fish orienting to each other, e.g.
Gerlotto et al., 2006), or any other behaviour altering fish tilt
angle distributions. In many species, maximum backscattering


Figure 1. Mean backscatter of Atlantic herring measured by a
stationary echosounder as the aggregation is approached and then
passed by a research vessel (mean of 14 night-time vessel runs). A
substantial reduction in backscatter is evident at the vessel’s closest
point of approach (CPA) to the echosounder; this is what a
vessel-mounted echosounder would detect. Modified from Vabø
et al. (2002) with permission from Elsevier.
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strength is observed with the head tilted slightly down as the swim-
bladder has the highest projected area at this orientation (e.g.
Nakken and Olsen, 1977; Foote, 1985; Hazen and Horne, 2004).
Thus, backscatter has the potential to increase or decrease depend-
ing on the change in tilt angle at the time of measurement. In some
cases, a small increase in backscatter strength is observed prior to
vessel passage (e.g. figures 3–5 of Vabø et al., 2002; see also
Figure 1), which is consistent with an increase in target strength
as fish alter their tilt angles as they begin to dive.


In addition to changing orientation, diving can have indirect
effects on acoustic measurements. If the change in pressure experi-
enced by the fish is substantial, the swimbladder will be com-
pressed, which will change the target strength of the individuals.
For example, if herring dive from 50 to 90 m depth, an 11% reduc-
tion in backscatter is expected (Ona, 2003). This will be the case
not only for physostome fish such as herring, which cannot
inflate their swimbladder underwater, but also for physoclist fish
which are able to inflate their swimbladders via gas exchange
from the blood, but cannot do so over the short time-scale of be-
havioural reactions (Edwards and Armstrong, 1984). If demersal
fish dive towards the seabed where an echosounder is not capable
of discriminating between the echo from the fish and the bottom
(the acoustic blind zone, e.g. Ona and Mitson, 1996), an additional
negative bias will occur.


Lateral avoidance is a concern for acoustic measurements as
even modest displacements can impact the probability that fish
will be detected within a narrow acoustic beam. The angular half
power points (one-way) of a typical echosounder are � 3.58, and
fish at 100 m depth must only move �6 m from the centre of
the beam to be located outside of the nominal beam width.
Given that fish can react well before the vessel arrives [ � 300–
500 m in the case of Vabø et al., (2002) and De Robertis and
Wilson (2010)], and that the beam widths are small compared
with the distances reacting fish can travel before the vessel
passes, the bias caused by even relatively modest horizontal displa-
cements from the vessel is potentially very large.


Along with the strength of the reaction, the timing of the reac-
tion pattern can have an important effect on acoustic measure-
ments. If the reaction occurs primarily after the fish have been
measured by the shipboard echosounder, the impact on the mea-
surements will be minor. Although Ona et al. (2007) detected a
strong reaction after the passage of the vessel-mounted transducer
(Figure 2), the reaction did not lead to changes in herring back-
scatter at the time of vessel passage. However, in other cases, this
herring stock has been observed to react well before vessel
passage, with large decreases in backscatter observed at the time
of vessel passage (Figure 2). This illustrates that measurements
with a shipboard echosounder, which observes events only at the
time of vessel passage, are sensitive to the timing of the fish reac-
tion relative to vessel passage. Consequently, small variations in
the timing of the reaction, e.g. due to small changes in the motiv-
ation to react or in sound propagation, can result in large varia-
tions in backscatter observed from a survey vessel.


How do fish reactions influence acoustic
abundance estimates?
As reviewed above, the reactions of fish to approaching vessels
have the potential to affect acoustic measurements of fish abun-
dance. In some cases, this bias can be large (e.g. Figure 1). Vabø
et al. (2002) report that for Atlantic herring in the upper 100 m
at night, an average of 16% of the undisturbed acoustic abundance


was observed at vessel passage, with the bias decreasing strongly
with depth. The impact of the biases introduced by fish reactions
to survey vessels ultimately depends on how the abundance esti-
mate is used. Acoustic surveys are generally used as an index track-
ing the trends in abundance in stock assessments (e.g. Dorn et al.,
2008). In this context, the concern is not the mean bias introduced
by avoidance reactions, but the variable bias among years.
However, if acoustic measurements are used as a measure of abso-
lute abundance either in a stock assessment (Gjøsæter et al., 2002)
or as an input to an ecosystem model (Handegard et al., 2012b),
the mean value is of concern, and the model will be sensitive to
both the mean bias and the variability among years.


Given the potential impacts of avoidance reactions on abun-
dance estimates, experiments have been conducted to characterize
impacts of vessel-induced fish reactions on acoustic abundance
estimates relative to undisturbed states. Quantitative measure-
ments have been published for herring, capelin, anchovy and
sardine, walleye pollock, and Antarctic krill. These measurements


Figure 2. Echogram for a single passage of the (a) noise-reduced
“G.O Sars” and (b) conventional “Johan Hjort” over a moored
echosounder. The black line is the median depth distribution for this
passage, and the blue and red lines are the means of the median
depth distribution for all passages in the experiment for “Johan
Hjort” and “G.O. Sars”, respectively. From �2 min before passage and
to 2 min after passage a median diving response of �20 m is
observed for “Johan Hjort” and �40 m for “G.O. Sars”. Reproduced
from Ona et al. (2007) with permission from the Acoustical Society
of America.
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are summarized in Figure 3, and are discussed in turn below.
Although the studies employ diverse methods, they all produce
estimates of the ratio of the abundance observed by the vessel
and the undisturbed abundance. Of the 26 cases with replicates
examined, 7 cases exhibited a statistically significant negative
bias and 2 exhibited a positive bias associated with vessel
passage (see Supplementary material). The studies indicate that
fish reactions can introduce substantial bias into acoustic abun-
dance estimates compared with the undisturbed state, with the
largest biases occurring in cases where the fish are more shallowly
distributed. However, the results are highly variable, even within
a species.


Studies conducted on Norwegian overwintering herring show
that substantially lower backscatter is observed during vessel
passage due to avoidance reactions, with large effects for shallow
herring. One experiment for shallow (67 m) Norwegian overwin-
tering herring differed from this general trend, but, as discussed
above, these fish exhibited a strong reaction which started primar-
ily after they had been measured by the shipboard echosounder
(Figure 2). Experiments on the same stock of herring when spawn-
ing revealed little evidence of avoidance behaviour (Skaret et al.,
2005, 2006), and similar results are reported for North Sea
herring in summer (Fernandes et al., 2000a, b). Observations of
walleye pollock in Alaska at depths of 50–200 m suggest that
reductions in backscatter can be associated with vessel passage
(De Robertis and Wilson, 2010, 2011; C. Wilson, unpublished
data), although this response is fairly modest, with a 0–30% de-
crease in acoustic backscatter during vessel passage. A diving re-
sponse was observed in all cases where a significant decrease in
backscatter was observed at vessel passage.


Observations of small pelagic fish indicate that they can exhibit
strong reactions to approaching vessels. Soria et al. (1996) studied


the fraction of anchovy and sardine schools available to a
downwards-looking echosounder in the Mediterranean Sea with
a multibeam sonar and estimated that only 41% of the schools
detected by the sonar would be observed by an echosounder due
to a lateral shift of fish schools away from the vessel. In contrast,
similar sonar observations in Peru of different species of
anchovy and sardine indicated that fish reactions were limited to
5–10 m from the vessel and had limited effects on echosounder
measurements (Gerlotto et al., 2004).


Experiments on shallowly distributed capelin (Jørgensen et al.,
2004) revealed highly variable changes in backscatter among repeat
vessel passes and did not exhibit a statistically significant change in
backscatter at the time of vessel passage. However, the authors do
not discount the possibility of an avoidance response given that a
trend towards less backscatter during passage was observed in one
area and the experiment had low statistical power due to low rep-
lication and a patchy fish distribution (Jørgensen et al., 2004). In
the only published measurement of reactions of invertebrates to an
acoustic survey vessel (Brierley et al., 2003), equivalent backscatter
from Antarctic krill was observed with a quiet autonomous vehicle
assumed to be unobtrusive and the survey vessel.


One should be cautious when generalizing from this body of
work as many of the measurements of the effects of fish reactions
to vessels are not directly comparable. These observations are the
consequences of responses to different vessels, which vary substan-
tially in a variety of aspects including size (44–78 m), displace-
ment (700–4100 t), and noise emission characteristics (see
Supplementary material). In addition, the measurements were
made under different hydrographic conditions, which will differ
in their sound propagation characteristics and levels of back-
ground noise. Consequently, the stimuli received by the fish are
not consistent (Popper and Hastings, 2009). Finally, as discussed
below, environmental factors such as predation risk, time of day,
and physiological state, all of which may affect the probability
that fish will react to an approaching vessel, probably differ
among experiments. Since the studies differ in multiple respects,
it is prudent not to read too much into comparisons of specific
reports.


Many of the observations of fish reactions to vessels have been
made in situations that are amenable to measurement, but which
may not be representative of the population or survey area. For
example, observations of fish reactions to approaching vessels
made from stationary echosounders can be very informative, but
this approach is only practical in cases where fish distributions
are relatively uniform and the perturbation due to vessel passage
is larger than the background fluctuations in abundance (e.g.
Figures 1 and 2). Alternatively, in areas where fish are sparsely dis-
tributed, individuals can be tracked to assess behavioural changes
caused by an approaching vessel (e.g. Handegard and Tjøstheim,
2005). In many cases, fish do not exhibit such distributions (e.g.
patchy schools), and if the reaction is different in these ‘unobserv-
able’ situations, it is unclear whether the observations in Figure 3
will be representative. It has also been suggested that surface buoys
may aggregate fish and bias measurements of avoidance (Røstad
et al., 2006). Finally, one must also keep the potential of publica-
tion bias in mind, as dramatic but not necessarily typical cases of
avoidance may be more likely to lead to reports in the literature.


The quantitative body of work on reactions to approaching
survey vessels indicates that avoidance behaviour can substantially
impact acoustic measurement of abundance. For all taxa studied
other than Antarctic krill, there appears to be some indication


Figure 3. Published comparisons of fish backscatter from
undisturbed fish and during vessel passage. Symbols indicate the
mean ratio of an abundance measurement made during vessel
passage to the undisturbed abundance (VA). Each experiment is
plotted against the mean depth of the animals in the experiment.
The 95% confidence intervals for VA are given where available. See
Supplementary material for data sources and methods.
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that vessel-avoidance reactions reduce acoustic abundance esti-
mates at the time of passage, with the strongest effects tending
to occur when the animals are shallow (Figure 3). When reactions
are observed, the reactions are often strongly depth dependent,
with the shallower animals exhibiting a stronger response (e.g.
Vabø et al., 2002; De Robertis and Wilson, 2010, 2011).


Do noise-reduced vessels reduce fish reactions?
With the construction of noise-reduced vessels conforming to the
recommendations of CRR 209, direct comparisons of measure-
ments from noise-reduced and conventional (i.e. not noise-
reduced) vessels have been possible. Fernandes et al. (2000a, b)
compared herring backscatter from an autonomous vehicle pro-
ducing low radiated noise and a noise-reduced vessel, and demon-
strated no avoidance of the noise-reduced vessel. The lack of
avoidance was attributed to noise reduction of the survey vessel.
However, it is ambiguous whether the absence of a reaction in
this experiment can be attributed to the noise-reduced design of
the vessel, or if the herring would not have responded to a
louder conventional vessel.


Only a few studies have simultaneously measured fish avoid-
ance of conventional and noise-reduced vessels. Ona et al.
(2007) show that contrary to expectations, herring exhibited a
much stronger reaction to a noise-reduced vessel. However,
much of the reaction occurred after vessel passage (Figure 2),
and measurements of herring backscatter made on the noise-
reduced and conventional vessels were similar (Figure 4a)
despite the difference in reaction. Our re-analysis of experiments
4–6 in Hjellvik et al. (2008), which were conducted with the
same vessels as used by Ona et al. (2007), support the conclusion
of this study as there were no consistent differences in herring
backscatter recorded from the vessels (Figure 5a).


A series of comparisons of acoustic backscatter from walleye
pollock from a noise-reduced and a conventional research vessel
produced a different result: when differences were observed, fish
reacted less to the noise-reduced vessel. The reaction differed
among the situations studied. There was a strong diel pattern in
the case of the Bering Sea only, with the noise-reduced vessel
detecting �40% higher pollock backscatter from fish at
,140 m, but only at night (Figure 4b). Although the pollock
were �10 m deeper during the day than at night, the reaction in
specific depth layers increased at night, and the difference in reac-
tion is attributable primarily to stronger avoidance reactions at
night rather the change in vertical distribution (De Robertis and
Wilson, 2011). Experiments in three spawning areas revealed
that in the two areas with shallower walleye pollock distributions
(fish depths �100–200 and 200–300 m) the noise-reduced
vessel detected �31% and �13% higher pollock biomass due to
differences in fish avoidance behaviour (De Robertis et al., 2010;
Figure 4b). Measurements with a free-drifting echosounder con-
firmed that pollock performed a stronger avoidance response to
the conventional vessel, with the strongest response observed for
shallower fish (Figure 5b; De Robertis and Wilson, 2010). In a
third survey area where the fish were deeper (400–700 m),
survey estimates from the vessels were equivalent (Figure 4b).


The pattern in vessel differences among sites cannot be
explained by pollock depth alone: the fish in the eastern Bering
Sea are the shallowest, but acoustic measurements from both
vessels are equivalent during the day (De Robertis and Wilson,
2011; Figure 4b). However, at a site, the vessel discrepancy, if
present, decreases with fish depth (De Robertis et al., 2010, De


Robertis and Wilson, 2011). This indicates that the magnitude
of the difference in reaction to the vessels differed among sites,
but at a given location the reaction was depth dependent, as
might be expected from a stimulus propagating from a surface
vessel. Together, these studies demonstrate that the noise-reduced
vessel produced higher abundance estimates due to weaker reac-
tions to the noise-reduced vessel. The pollock surveys described
above have transitioned to the noise-reduced vessel, and the
results of the vessel comparisons have been incorporated into
the stock assessment (Dorn et al., 2008).


The comparisons of noise-reduced and conventional vessels to
date have yielded equivocal results regarding the degree to which
noise reduction of vessels minimizes vessel avoidance. Although
the work on pollock demonstrates that a noise-reduced vessel is
associated with decreased avoidance, the work on herring indicates
that is not always the case. A response primarily to radiated noise
as hypothesized in CRR 209 is consistent with the cases in which
the noise-reduced vessel detected more pollock, but not the obser-
vation of herring performing a stronger or equivalent avoidance
reaction to a noise-reduced vessel (Ona et al., 2007; Hjellvik
et al., 2008). What is clear is that there are vessel effects on fish be-
haviour, and that this can bias abundance estimates and time-
series. These vessel differences are probably not limited to compar-
isons of noise-reduced and conventional vessels, as conventionally
designed vessels differ widely in many respects including radiated
noise (e.g. Mitson and Knudsen, 2003).


Which stimuli are fish reacting to?
An important aspect of understanding vessel avoidance is identify-
ing the nature of the stimuli that cause fish to react. In CRR 209,
the primary stimulus causing reaction at distances .20 m was
assumed to be the sound pressure level in the 1–1000 Hz fre-
quency range averaged into 1/3 octave bands (Mitson, 1995).
The recommendation linked perception to reaction assuming
that a stimulus 30 dB above the hearing threshold would cause
fish to react. However, prior to that time, other hypotheses had
also been proposed. Olsen et al. (1983b) hypothesized different
ways the fish could respond to vessel noise, including the perceived
gradient of the sound pressure amplitude given a vessel speed and
directivity pattern of the vessel noise, both including and exclud-
ing the fish’s own movement. Other potential stimuli include
visual cues, ship bow wave, particle acceleration, and stimulated
bioluminescence, and some of these were summarized in the
CRR 209. Wood (2011) considered the potential impact of nar-
rowband tones in ship radiated noise and concluded that the
logic in CRR 209 would provide similar estimates of the distance
at which fish would be able to hear the vessel. Although the
nature of the primary stimulus causing fish reactions remains
poorly characterized, results from several recent experiments
have shed some light on potential factors.


The available evidence demonstrates that fish reactions cannot
be predicted solely on the basis of pressure-based radiated noise.
As discussed above, Ona et al. (2007) show that herring exhibit
a larger reaction when approached by a noise-reduced vessel
than by a conventional vessel. This is inconsistent with the hypoth-
esis that 1/3 octave band radiated noise as described in Mitson
(1995) is the sole stimulus for vessel avoidance. In addition, the
vessel comparison estimates of pollock vessel-avoidance behaviour
cannot be explained by considering sound pressure level alone,
as the fish in the eastern Bering Sea exhibit a diel response
that cannot be explained by a changing pressure stimulus (De
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Figure 4. Summary of experiments making direct comparisons of backscatter measurements made from noise-reduced and conventional
research vessels. The vessel ratio (+95% confidence interval) describes the ratio in observed backscatter from the noise-reduced compared
with the conventional vessel. (a) Measurements on overwintering herring by “Johan Hjort” and “G.O. Sars”, and (b) measurements of walleye
pollock in Alaska by “Oscar Dyson” and “Miller Freeman”. Experiments with pollock depths of 60–140 m are during the feeding season in the
eastern Bering Sea, while experiments on fish at depths of 100–200, 200–300, and 400–700 m are during the winter spawning season. Results
for experiments of the summer measurements in the Bering Sea are given for night and day separately as diel differences in the vessel ratio are
observed in these cases. See Supplementary material for data sources and methods.


Figure 5. Published pairwise comparisons (under similar experimental conditions) of backscatter from undisturbed fish and fish passed by
conventional and noise-reduced ships made with free-drifting or moored echosounders. Results for (a) Atlantic herring and (b) walleye pollock
are shown separately. Symbols indicate mean depth of fish and mean ratio of an abundance measurement made during vessel passage to the
undisturbed abundance (VA), where vertical bars are 95% confidence intervals and solid symbols and grey symbols denote conventional and
noise-reduced vessels, respectively. See Supplementary material for data sources and methods.
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Robertis and Wilson, 2011). Handegard and Tjøstheim (2005)
showed that the reaction of demersal gadoids to a trawling vessel
was not stimulated by the gradual increase in sound pressure
level of the approaching vessel. Prior to vessel passage, the reac-
tion was associated with the sudden change in vessel noise caused
by changes in propeller pitch when deploying the trawl, which is
consistent with the gradient stimulus of Olsen et al. (1983b).
After vessel passage, a strong reaction was initiated by the trawl
warps (which vibrate primarily at 7 and 14 Hz) after vessel
passage.


Fish exhibit strong reactions to low-frequency sound (e.g.
Enger et al., 1993; Sonny et al., 2006), and low-frequency
sources have been used to induce fish avoidance responses to
improve fish passage at dams and power plant intakes (Sand
et al., 2001; Sonny et al., 2006). Similar to the strong reaction of
gadoids to trawl warps (Handegard and Tjøstheim, 2005), salmo-
nids reacted strongly to low-frequency (5–10 Hz) sounds, but not
to 100–150 Hz sounds, which are in the range of maximum
pressure-based hearing sensitivity (Knudsen et al. 1992; Sand
et al., 2001). In the acoustic far field, particle velocity and pressure
are in phase, and the (time-averaged) intensity measuring the
energy flow through a unit area can be described by pressure
alone (Carey, 2006). This justifies the use of more easily measured
sound pressure levels to estimate the stimuli perceived by fish from
an approaching vessel. In the acoustic nearfield, however, the
sound is not propagating as a simple plane wave. and particle vel-
ocity is no longer proportional to pressure. In addition, the source
(in this case the ship) sets up hydrodynamic flows with particle
motions stronger than those from the compressional sound
wave that dominates the far field (Sand et al., 2008). This effect
can be understood by assuming that water is incompressible and
then imagining a body that increases in volume or changes in
shape. The moving or vibrating boundary of the body will cause
water movements, i.e. hydrodynamic flows. Ships exhibit low-
frequency excitation of the hull, with strong tones caused by rotat-
ing machinery and oscillating propeller thrust at shaft or blade rate
(typically in the range of 1 Hz to tens of Hertz; Urick, 1983; Ross,
1987; Wood, 2011), which will produce low-frequency particle
motion.


The auditory system of fish is sensitive to particle motion at low
frequency (Enger et al., 1993; Sand et al., 2001). Fish are highly
sensitive to particle acceleration, and exhibit a flat frequency re-
sponse at low frequency (i.e. 0.1–100 Hz; Enger et al., 1993;
Sand et al., 2001). In CRR 209, the relevance of low-frequency
sound for vessel avoidance was assessed by converting sensitivity
to particle acceleration into units of pressure. This was accom-
plished by converting sensitivity to particle acceleration at
0.1 Hz to pressure sensitivity using the frequency-dependent
ratio between pressure and particle acceleration (Enger et al.,
1993). However, it is important to note that this relationship is
only valid in the far field. In the nearfield, pressure cannot be
used to estimate particle acceleration (see discussion above).
Low-frequency radiation from ships follows a dipole radiation
pattern (Arveseon and Vendittis, 2000), with the nearfield extend-
ing to a distance of l/p where l is the wavelength (Sand et al.,
2008). Thus, for 10 Hz, the nearfield extends to 50 m and at
5 Hz to 100 m, which is well within the ranges relevant to fish
avoidance, for example the experiment of Ona et al. (2007).
Thus, the far-field assumption made in CRR 209 may have under-
estimated the relevance of the low-frequency particle acceleration
stimulus produced in the nearfield of approaching vessels.


Sand et al. (2008) point out that in the experiment of Ona et al.
(2007) the noise-reduced vessel was more than twice as large by
displacement as the conventional vessel, and suggest that the
noise-reduced vessel may have produced a stronger particle accel-
eration signal which may have contributed to the stronger reac-
tion. Sand et al. (2008) suggest that particle motion produced by
vessels should be measured directly (Sigray and Andersson,
2011) in the nearfield to investigate if particle motion is causing
fish to react to vessels in ways that cannot be predicted on the
basis of pressure measurements. Fish may also use the phase differ-
ence between pressure and particle velocity to detect range to a
sound source (Schuijf and Hawkins, 1983), and it is possible
that the perception of range rather than the magnitude of particle
motion itself could be a stimulus causing reactions.


In some cases, properties of the sound such as the frequency
content and how sudden the sounds are have been shown to be
better predictors of fish behaviour than measures of energy
(Doksæter et al., 2012). One way to interpret this is in the
context of the information content. Low-frequency sounds may
be alarming as they are indicative of close range predator
approaches (Karlsen et al., 2004; Sand et al., 2008). More subtle
differences may also be important: Doksæter et al. (2009) show
that although herring did not respond to a towed (1–2 or 6–
7 kHz) sonar source, there was a reaction to killer whale playback
with frequency content and modulation similar to the sonar.
Engås et al. (1995) found that herring and cod reacted more
strongly to playbacks of vessel noise than smoothed, and thus
more constant, versions of these signals projected at a similar
level. The playback experiments of Schwartz and Greer (1984)
on Pacific herring support these conclusions as responses were
stronger to sounds that are of higher level, of lower frequency,
and more irregular. Koslow et al. (1995) noted that demersal
aggregations of orange roughy dispersed when a camera was
lowered within �130 m of the aggregations. The fish also
responded to a small free-falling iron bar dropped from the
vessel at a range of �60 m. This indicates that the response
cannot be attributed to the cable used to lower the camera
alone, and serves as a caution that fish can respond to seemingly
minor stimuli. Non-auditory stimuli should also not be dis-
counted, as changes in light have been shown to modulate an
avoidance response (Lévénez et al., 1990).


Animals can also respond indirectly to a threat by responding
to other individuals (Treherne and Foster, 1981). Such collective
behaviours can either amplify or inhibit the responses of indivi-
duals (Couzin, 2009). For example, fish schools can perform coor-
dinated escape responses, with the decision to flee propagated
by neighbours in a school, resulting in a ‘wave of agitation’
(Radakov, 1973; Gerlotto et al., 2006; Handegard et al., 2012a),
which is consistent with the coordinated avoidance behaviour
observed in dense concentrations of herring (e.g. Figures 1 and 2).


Thus, the specific stimuli causing fish to react to vessels remain
unclear. Radiated noise is likely to be important, but there have
been observations that suggest that characteristics of sound other
than pressure levels should also be considered. A larger number
of potential stimuli and their directionality need to be measured
for the various vessels and considered in the context of how they
are perceived by fish.


What is the link between perception and reaction?
The CRR 209 recommendation was constructed such that two
species (cod and herring) will not encounter radiated noise
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30 dB above their hearing threshold at distances .20 m. The
“30 dB above hearing threshold” criterion for initiation of vessel
avoidance reactions was used because it was considered that
“Evidence is overwhelming that fish show a positive avoidance re-
action to vessels when the radiated noise levels exceed their thresh-
old of hearing by 30 dB or more.” (Mitson, 1995, p. 18). It is worth
noting that the CRR 209 does not address what happens below the
30 dB threshold. However, since CRR 209 aimed to reduce the
avoidance reaction to ,20 m (Mitson, 1995, p. 23), it is implicitly
assumed that limiting pressure stimuli to ,30 dB above the
hearing threshold would mitigate the problem. This is a key
point, as it means that fish will be able to perceive acoustic
stimuli from compliant vessels at relatively long distances, but
implies that fish will not react because the level of the stimulus
is too low. A CRR 209 compliant vessel would produce radiated
noise that is 30 dB above the hearing threshold of cod and
herring at 20 m which is likely to be audible at a separation dis-
tance of several hundred metres (e.g. Mann et al., 2009). Thus,
the specifications in CRR 209, and other efforts to reduce vessel
avoidance, rest heavily on understanding the link between percep-
tion and reaction, as it will be very difficult to build vessels that
produce stimuli that cannot be perceived by fish at the ranges
required for unbiased measurement of fish abundance. Given
the mixed results of initial comparisons of noise-reduced and
conventional research vessels, it is worth re-examining this key
assumption since the mechanism behind the reaction is likely to
be complex.


Although little is known about the factors influencing how fish
react to approaching vessels, there is a rich literature describing
how animals respond to predation risk. Many species have been
shown to respond to human-induced disturbances as though
these disturbances represent a predator (Frid and Dill, 2002).
Vessel avoidance reactions are likely responses to a sensory stimu-
lus perceived as a predatory threat. Thus, studies of decision-
making under predation risk may provide a context that can
be used to improve our understanding of how fish react when
they encounter survey vessels. As described by Blumstein and
Bouksilla (1996), the link between perception of a stimulus and
an observed behaviour can be separated into three stages. (i)
Detection: information about the risk is gained by reception of
sensory information. (ii) Assessment: information is processed
into an assessment of the perceived level of risk. (iii) Decision:
this assessment of the sensory information is combined with infor-
mation about the environment and the state of the animal to
produce a decision that results in observable behaviour.


By definition, the ICES CRR 209 limits on radiated noise are
well above the hearing threshold of many fish (Mitson, 1995),
and noise reduction cannot be expected to eliminate detection
of vessels at the ranges over which acoustic measurements are
made. Thus, the response of fish to an approaching vessel
depends largely on the assessment of the risk posed by the
stimuli from the vessel and the factors influencing the decision
to react. Framed in this context, the attempt to reduce fish avoid-
ance of research vessels by not exceeding the hearing threshold of
fish by 30 dB (Mitson, 1995) can be viewed as an effort to influ-
ence the risk assessed by a fish when it detects a vessel, in order
to minimize the probability of reaction.


It is difficult to understand how fish assess the level of risk from
an approaching vessel. Ships produce a wide range of potential
stimuli (cf. the previous section), all of which may influence
whether the stimuli received from the vessel are assessed as a


threat. One would expect that stimuli more consistent with
those generated by a known predator, and those whose approach
appears more direct, sudden, and intense, are likely to be perceived
as more threatening (e.g. Doksæter et al., 2009).


In many cases, animals engage in antipredator behaviour in re-
sponse to stimuli in situations in which there is no actual preda-
tion threat (Frid and Dill, 2002). This suggests that animals are
faced with making decisions with imperfect information, and
may thus make decisions using ‘rules of thumb’ (e.g. Bouksilla
and Blumstein, 1992). For example, stimuli such as low-frequency
particle acceleration consistent with a large approaching object
might be assessed as high risk, and this may trigger the decision
to react as these stimuli are likely to be consistent with those
from predators (Sand et al., 2001). Pitcher et al. (1996) report
that herring schools responded to an approaching research vessel
in a similar fashion as to attacks by predators. As reviewed
above, responses to vessels are stereotyped; for example, a diving
reaction is almost always observed when fish are disturbed. In
the case of fish exposed to a bottom trawl, this diving increases
mortality by causing fish to dive into the net (e.g. Aglen, 1996;
Handegard et al., 2003; Hjellvik et al., 2003; Handegard and
Tjøstheim, 2005). The poor outcome of this decision is consistent
with the concept that fish are making the decision to dive based on
rules of thumb rather than perfect information.


When animals perceive uncertain stimuli consistent with pre-
dation risk, there is pressure to make decisions rapidly with imper-
fect information. Delaying a decision to escape in order to better
assess risk is associated with a high cost: not reacting to a predator
greatly increases mortality when predators are present. The conse-
quences of failing to react are asymmetric: a poor decision leads to
death, while the cost of a false alarm is the energetic expenditure
and the time lost for other activities such as feeding and mating.
Thus, erring on the side of caution when faced with imperfect in-
formation about predation risk is expected to be advantageous
(Bouksilla and Blumstein, 1992). Strong avoidance responses
are expected to be most common for intense but infrequent
stimuli (Lima and Bednekoff, 1999), as there is much at risk,
but comparatively little downside to a strong reaction. In many
fish populations, short-range encounters with vessels will occur in-
frequently, and vessel approach is likely to elicit strong reactions. It
is tempting to conjecture that in populations highly exploited by
vessel-based fisheries, fishing mortality may select for stronger
avoidance behaviour (e.g. Uusi-Heikkila et al., 2008), while in
cases of consistent exposure to vessels not associated with mortal-
ity (e.g. shipping lanes) the costs of reaction will increase (i.e. en-
ergetic and lost feeding opportunities), leading to habituation and
fewer or weaker reactions.


Many factors related to environmental conditions or the in-
ternal state of the organism, such as physiological state, parasite
load, or exposure to predators, have been shown to affect the
decision-making of fish and other organisms under predation
risk (reviewed in Lima and Dill, 1990; Millinski, 1990; Lima,
1998). For example, feeding history and recent encounters with
predators are well known to affect antipredator behaviour:
hungry organisms and those with little recent exposure to preda-
tors tend to be less risk averse. As described above, there is evi-
dence that the degree to which a given species of fish reacts to
vessels depends on the time and place of the experiment as well
as the species and its depth distribution. The work on herring sug-
gests that the physiological state may play a role: overwintering
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herring appear to be more reactive than feeding or pre-spawning
herring (Fernandes et al., 2000a, b; Skaret et al., 2005; Hjellvik
et al., 2008). However, these studies may not be directly compar-
able as the hydrographic conditions probably were different and
the ships used for the non-spawning measurements were smaller
than the ones used in the overwintering studies, and may have pro-
duced a weaker stimulus. Walleye pollock appear to be more react-
ive during the winter than during daytime in the summer, but they
exhibit a strong diel difference in summer (Figure 4). This is con-
sistent with the idea that factors such as environmental conditions
and the internal state of the fish (e.g. physiological state of the fish,
recent exposure to predators, etc.) differ among areas which will
affect how fish will react to the approach of a vessel.


Priorities for future work
When changing the vessel that is used to obtain an acoustic survey
time series, one should expect differences in how fish will react,
and, in some cases, different survey results. This will also be the
case if the behaviour of a species relative to an individual vessel
changes (e.g. due to a change in depth distribution), or if the
stimuli produced by the vessel change over time. To maintain
survey performance, it is advisable to use consistent vessels for
a survey time-series, and conduct intercalibration experiments
when the survey transitions to a new vessel (De Robertis and
Wilson, 2011). In addition, it is important to monitor vessel
noise or other stimuli over time to make sure that as many
variables as possible are kept constant. Given the substantial
investment in noise-reduced vessels by several nations, and the
operation of noise-reduced vessels for more than a decade
(Fernandes et al., 2000a; Mitson and Knudsen, 2003), it is surpris-
ing that so few comparisons of noise-reduced and conventional re-
search vessels have been conducted. Additional work in this area is
likely to be informative and should be supported.


There are situations where using a single vessel for a particular
survey is not possible. To minimize the impact on survey results, a
classification system and design recommendations for research
vessels could be developed based on the eliciting stimuli. As
most survey results are used as relative indices of abundance, it
may be sufficient to ensure that the characteristics of the vessels
are as similar as possible to maintain interannual consistency
and not to eliminate vessel avoidance as is required for absolute
abundance estimates. However, a standard sufficient to either
minimize or standardize vessel avoidance will be difficult to
develop as long as the primary stimuli causing fish to react
remain poorly understood. Controlled experiments, similar to
those of Doksæter et al. (2012), where different aspects of the
stimuli produced by vessels are studied, should be a focus of
future research.


The link between perception and reaction remains a key unre-
solved issue, and the literature on predator avoidance may provide
useful concepts to develop and test specific predictions that may
explain some of the variability in how fish react to vessels. Fish
will be able to hear even a noise-reduced vessel at a substantial dis-
tance (Mann et al., 2009), and the resulting behaviour depends on
the decision to react rather than whether the stimulus will be per-
ceived. The trade-offs between predator avoidance and other activ-
ities such as feeding, mating, and habitat choice are well known,
and this body of knowledge has produced a series of generaliza-
tions that, if applicable to vessel–fish encounters, may serve as a
basis to better predict vessel avoidance.


There is, however, a discrepancy between our ability to predict
fish reactions to vessels and the specific requirements of stock
abundance surveys. At the current level of understanding, stimu-
lus–response models are unlikely to produce predictions suffi-
ciently accurate for correcting for vessel avoidance. They may,
however, provide a basis for understanding the avoidance reaction
to minimize the effect, by surveying the stock in favourable, non-
responding situations (e.g. survey Bering Sea pollock during the
day only). In many applications, this may be more effective than
engineering controls such as vessel noise reduction.


For the relatively narrow goal of correcting abundance esti-
mates, it may be more pragmatic to measure rather than predict
how fish will react to vessels. Fish behaviour is difficult to
measure, and, in many situations, the degree to which fish react
to survey vessels is unknown. Although much has been learned
from the use of stationary acoustic instruments such as moorings,
buoys, and vessel comparisons (Olsen, 1990; Ona et al., 2007; De
Robertis and Wilson., 2011), these types of experiments are time
consuming and resource intensive. The development of a reliable
methodology to establish the degree of vessel avoidance routinely
during a survey would constitute a major advance and would be
likely to lead to many new insights. For example, by operating
an instrumented autonomous vehicle (Fernandes et al., 2000,
Bingham et al., 2012) together with the survey vessel, the observa-
tions can be compared and a correction factor can be obtained.
Vessel-based systems, such as sonar measurements of avoidance
(Soria et al., 1996; Cutter and Demer, 2007; Patel and Ona,
2009), and Doppler measurements of fish reactions (Holliday,
1974; Demer et al., 2000), are attractive as they will provide con-
tinuous measurements requiring little additional infrastructure.
Refinement and application of these approaches would be valuable
because they would potentially allow the contribution of vessel
avoidance to survey error to be established in the context of an
error budget (e.g. O’Driscoll, 2004; Løland et al., 2007). Even if
it is only possible to pursue this approach in a qualitative
manner, it has merit because it could be used to identify situations
where vessel avoidance is a major concern, and would allow evalu-
ation of whether efforts to mitigate vessel avoidance (e.g. changes
to vessel stimuli, survey timing, or design) have been successful.


Conclusions
Fish avoidance of approaching vessels has the potential to intro-
duce substantial bias (cf. Figure 3) in acoustic measurements of
fish abundance, and should be considered when designing and
performing acoustic surveys. Estimates of vessel avoidance are
highly variable, and it is clear that current understanding of how
fish react to vessels is inadequate to predict the impact of these
reactions on abundance measurements with much certainty (e.g.
Hjellvik et al., 2008).


The primary motivation of the recommendations proposed in
CRR 209 (for noise below 1000 Hz) was to reduce or avoid the
problem of vessel avoidance. Given the investment in noise-
reduced research vessels, there have been surprisingly few studies
testing if noise reduction of vessels in fact reduces fish avoidance
reactions. The sparse literature on this topic shows no clear evi-
dence that this has been achieved. Based on comparison of two
pairs of vessels conducting replicate measurements on two
species of fish, it appears that a noise-reduced vessel elicited
weaker fish reactions in Alaskan pollock (De Robertis and
Wilson, 2011), and stronger reactions in Norwegian herring
(Ona et al., 2007). Thus, one cannot be assured that noise
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reduction of research vessels will universally minimize the problem
of fish avoidance.


It is also evident that simple models of behaviour, for example
those based on sound pressure level alone, cannot explain the
observations of fish avoidance. The stronger response to a noise-
reduced vessel (Ona et al., 2007) and the diel and regional differ-
ences observed in walleye pollock (De Robertis and Wilson, 2011)
could not have been predicted in advance based on current under-
standing of vessel-avoidance behaviour and the characteristics of
the vessels involved. Ona et al. (2007) conclude that reducing
vessel noise as defined in CRR 209 “may be necessary but is not
a sufficient measure to eliminate vessel reactions”, and the avail-
able evidence supports this view. In our opinion, further insight
into the stimuli that fish perceive from approaching vessels, par-
ticularly low-frequency infrasound (cf. Sand et al., 2008), and
the factors that affect whether fish experiencing these stimuli will
react (i.e. their motivation) must be gained before further recom-
mendations can be made. With the state of current knowledge in
mind, development of methods to monitor vessel avoidance con-
tinuously, and using these tools to correct acoustic abundance
measurements for the biases introduced by avoidance and to
surveys in situations when fish are known to be less reactive, are
key areas where progress can be made in mitigating the problem.


Supplementary material
Supplementary material is available at the ICESJMS online version
of the manuscript and consists of definition of the data sources
and calculations made to produce Figures 3–5.


Acknowledgements
This work was partially supported by the Norwegian Research
Council (grant 204229/F20; NOH) and the Alaska Fisheries
Science Center (ADR). We thank Paul Fernandes, Andrew
Brierley, Chris Wilson, and Vidar Hjellvik for providing data.
The members of the ICES study group on fish avoidance of re-
search vessels, chaired by Francois Gerlotto and Julia Parrish,
and the ICES working group on fisheries acoustics, science, and
technology, provided discussion and feedback. The comments of
John Dalen, Bill Karp, Lise Doksæter, and three anonymous
reviewers improved the paper. The views expressed in this paper
are those of the authors and do not necessarily represent the
views of their respective institutions.


References
Aglen, A. 1994. Sources of error in acoustic estimation of fish abun-


dance. In Marine Fish Behavior in Capture and Abundance
Estimation, pp. 107–133. Ed. by A. Ferno, and S. Olsen. Fishing
News Books. Blackwell Science, Oxford. 221 pp.


Aglen, A. 1996. Impact of fish distribution and species composition on
the relationship between acoustic and swept-area estimates of fish
density. ICES Journal of Marine Science, 53: 501–505.


Arveson, P. T., and Vendittis, D. J. 2000. Radiated noise characteristics
of a modern cargo ship. Journal of the Acoustical Society of
America, 107: 118–129.


Bingham, B., Kraus, N., Howe, B., Freitag, L., Ball, K., Koski, P., and
Gallimore, E. 2012. Passive and active acoustics using an autono-
mous wave glider. Journal of Field Robotics,


Blumstein, D. T., and Bouskilla, A. 1996. Assessment and decision
making in animals: a mechanistic model underlying behavioral
flexibility can prevent ambiguity. Oikos, 77: 569–576.


Bouksilla, A., and Blumstein, D. T. 1992. Rules of thumb for predation
hazard assessment: predictions from a dynamic model. American
Naturalist, 139: 161–176.


Brierley, A. S., Fernandes, P. G., Brandon, M., Armstrong, F., Millard,
N. W., McPhail, S. D., Stevenson, P., et al. 2003. An investigation of
avoidance by Antarctic krill of RRS James Clark Ross using the
Autosub-2 autonomous underwater vehicle. Fisheries Research,
60: 569–576.


Carey, W. M. 2006. Sound sources and levels in the ocean. IEEE
Journal of Oceanic Engineering, 31: 61–75.


Couzin, I. D. 2009. Collective cognition in animal groups. Trends in
Cognitive Sciences, 13: 36–43.


Cutter, G. R., and Demer, D. A. 2007. Accounting for scattering direc-
tivity and fish behavior in multibeam-echosounder surveys. ICES
Journal of Marine Science, 64: 1664–1674.


Demer, D., Barange, M., and Boyd, A. J. 2000. Measurements of three-
dimensional fish school velocities with an acoustic Doppler
Current Profiler. Fisheries Research, 47: 201–214.


De Robertis, A., Hjellvik, V., Williamson, N. J., and Wilson, C. D.
2008. Silent ships do not always encounter more fish: comparison
of acoustic backscatter recorded by a noise-reduced and a conven-
tional research vessel. ICES Journal of Marine Science, 65:
623–635.


De Robertis, A., and Wilson, C. D. 2010. Silent ships sometimes do en-
counter more fish. Part II: concurrent echosounder observations
from a free-drifting buoy and vessels. ICES Journal of Marine
Science, 67: 996–1003.


De Robertis, A., and Wilson, C. D. 2011. Silent ships do not always en-
counter more fish (revisited): comparison of acoustic backscatter
from walleye pollock recorded by a noise-reduced and a conven-
tional research vessel in the eastern Bering Sea. ICES Journal of
Marine Science, 68: 2229–2239.


De Robertis, A., Wilson, C. D., Williamson, N. J., Guttormsen, M. A.,
and Stienessen, S. 2010. Silent ships sometimes do encounter more
fish. Part I: vessel comparisons during winter pollock spawning
surveys. ICES Journal of Marine Science, 67: 985–995.


Doksæter, L., Godø, O. R., Handegard, N. O., Kvadsheim, P. H., Lam,
F. P., Donovan, C., and Miller, P. J. O. 2009. Behavioral responses of
herring (Clupea harengus) to 1–2 and 6–7 kHz sonar signals and
killer whale feeding sounds. Journal of the Acoustical Society of
America, 125: 554–564.


Doksæter, L., Handegard, N. O., Godø, O. R., Kvadsheim, P. H., and
Nordlund, N. 2012. Behavior of captive herring exposed to naval
sonar transmissions (1.p0–1.6 kHz) throughout a yearly cycle.
Journal of the Acoustical Society of America, 131: 1632–1642.


Dorn, M., Aydin, K., Barbeaux, S., Guttormsen, M. A., Megrey, B.,
Spalinger, K., and Wilkins, M. 2008. Gulf of Alaska walleye
pollock. In Stock Assessment and Fishery Evaluation Report for
the Groundfish Resources of the Gulf of Alaska, pp. 53–167.
North Pacific Fishery management Council. http://www.afsc.
noaa.gov/refm/docs/2008/GOApollock.pdf


Edwards, J. I., and Armstrong, F. 1984. Target strength experiments on
caged fish. Scottish Fisheries Bulletin, 48: 12–20.
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A post-processing technique to estimate the signal-to-noise
ratio and remove echosounder background noise


Alex De Robertis and Ian Higginbottom


De Robertis, A., and Higginbottom, I. 2007. A post-processing technique to estimate the signal-to-noise ratio and remove echosounder
background noise. – ICES Journal of Marine Science, 64: 1282–1291.


A simple and effective post-processing technique to estimate echosounder background-noise levels and signal-to-noise ratios (SNRs)
during active pinging is developed. Similar to other methods of noise estimation during active pinging, this method assumes that some
portion of the sampled acoustic signal is dominated by background noise, with a negligible contribution from the backscattered trans-
mit signal. If this assumption is met, the method will provide robust and accurate estimates of background noise equivalent to that
measured by the receiver if the transmitter were disabled. It provides repeated noise estimates over short intervals of time without user
intervention, which is beneficial in cases where background noise changes over time. In situations where background noise is dominant
in a portion of the recorded signal, it is straightforward to make first-order corrections for the effects of noise and to estimate the SNR
to evaluate the effects of background noise on acoustic measurements. Noise correction and signal-to-noise-based thresholds have the
potential to improve inferences from acoustic measurements in lower signal-to-noise situations, such as when surveying from noisy
vessels, using multifrequency techniques, surveying at longer ranges, and when working with weak acoustic targets such as inverte-
brates and fish lacking swimbladders.
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Introduction
Echo integration is widely used to estimate the abundance and
distribution of pelagic and semi-pelagic species of fish and micro-
nekton (Simmonds and MacLennan, 2005). The basis of the
method is to transmit a pulse of sound, and to measure the
amount of energy from this pulse that is backscattered towards
the receiver via echo integration, which is then converted to an
estimate of biomass based on the scattering properties of indi-
vidual organisms. To compensate for spherical spreading of the
beam with range and absorption of the signal in water,
the received signal is multiplied by a time-varied gain (TVG)
function (MacLennan, 1986). The TVG function removes range-
dependence in volume backscattering, and is essential for quanti-
tative echo integration.


The acoustic energy received at the transducer face inclu-
des backscatter of the transmitted pulse from targets in the
water column as well as noise. As noted by Simmonds and
MacLennan (2005), the component of the measurement corre-
sponding to transmitted sound backscattered onto the transducer
surface is the signal, and noise can be defined as all other contri-
butions to the acoustic energy received. Under this definition, all
backscatter is treated as signal, including reverberation (i.e. back-
scatter from unwanted targets), and background noise is defined as
that measured by the echosounder with the transmit disabled and
the receiver enabled. Common sources of noise include sounds
generated by the vessel, particularly propeller cavitation, flow


noise, sound produced by animals, rain, wind, and waves,
electrical interference, and electrical noise from the echosounder
hardware itself (Urick, 1983; Mitson and Knudsen, 2003;
Simmonds and MacLennan, 2005). Given these potential sources
of noise, echosounder noise levels can change rapidly, perhaps
through changes in environmental conditions, vessel speed or
course, as well as bottom hardness or water depth which can
affect the propagation of noise to the transducer (Urick, 1983;
Korneliussen, 2000).


The backscattered-signal to background-noise ratio typically
decreases within a transmit-receive cycle (i.e. elapsed time
between transmit pulses). The backscattered signal decreases
with time due to transmission loss (spreading and absorption),
whereas background noise remains essentially constant over the
transmit-receive cycle. At sufficiently large ranges, echosounder
measurements of volume backscatter will be dominated by noise
amplified by the TVG function. The range at which the measured
backscatter is dominated by noise is frequency-dependent, as
signal absorption is higher with increasing frequency.


Traditionally, echo-amplitude thresholds have been applied to
exclude noise from echo-integration analyses (Simmonds and
MacLennan, 2005). Here, backscatter below a threshold is set
to zero. When combined with a depth limit for echo integration
in which the contribution from background noise does not
exceed the threshold, contributions from noise are effectively
suppressed. Selecting an appropriate integration threshold
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presents a compromise, because setting a threshold high enough
to exclude noise may also eliminate backscatter from the species
of interest, particularly at low density. The integration threshold
is effective at excluding noise when surveying strong acoustic
scatterers in shallow water using relatively low frequencies: in
situations where signal-to-noise ratios (SNRs) are high, a high
threshold can be used without removing appreciable backscatter
from the target species. However, in cases of lower
signal-to-noise, for example, where scatterers are weak or
deeply distributed, or when high frequencies are used, the use
of an integration threshold to minimize the effects of noise
may exclude a substantial portion of the population in low-
density aggregations, or limit data analysis of acoustic data to
unacceptably short ranges.


Additionally, there has been substantial interest in multi-
frequency analysis for classifying acoustic backscatter (e.g.
Higginbottom et al., 2000; Kloser et al., 2002; Korneliussen and
Ona, 2002), which requires high signal-to-noise levels at multiple
frequencies for unbiased measurements (Watkins and Brierley,
1996; Korneliussen, 2000). If no correction for noise is made, multi-
frequency comparisons will become increasingly distorted by
TVG-amplified noise with increasing range and frequency. In
practice, these types of analyses are often limited to the range at
which the highest frequency provides an adequate SNR.


Two general approaches have been proposed to estimate noise
levels and compensate volume-backscatter measurements for
background noise. One method is based on the assumption that
noise is independent of the transmit pulse, and that noise can be
estimated by disabling the transmitter and recording the contri-
bution it makes to measured volume backscatter (Nunnallee,
1990; Takao and Furusawa, 1995). The estimate can then be
removed from echosounder measurements made while actively
transmitting. In practice, this “passive” method has been
implemented by estimating noise at one time with the transmitter
disabled and applying this to data collected at other times and
locations (Nunnalee, 1990; Takao and Furusawa, 1995), which
assumes that the noise level during the passive measurement is
representative of background noise during operating conditions.
Nunnallee (1990) proposed that echosounders be configured to
disable the transmitter on a fraction of pings so that backscatter
measurements are interspersed with background-noise measure-
ments to allow for compensation of temporal changes in noise
levels. However, this requires modifications to echosounder
control, and although potentially effective, the technique has not
been widely implemented in fisheries applications.


The second approach to noise reduction is to estimate noise
from records made during active pinging (i.e. when the trans-
mitter is enabled). Watkins and Brierley (1996) developed an esti-
mate of noise based on fitting the echosounder output over a series
of bins with the TVG amplification function to estimate the noise
level at the transducer surface. Kloser (1996), Higginbottom and
Pauly (1997), and Korneliussen (2000) developed methods based
on the analysis of data below the first bottom echo or at long
ranges where SNRs are likely to be low. The methods of
Higginbottom and Pauly (1997) and Korneliussen (2000) differ
from previous approaches in that they do not assume constant
noise levels over extended time periods (e.g. over a transect),
because they repeatedly estimate noise over short time intervals,
which is necessary in cases where noise changes temporally
through changes in conditions such as ship speed, weather,
heading changes, or bottom depth and composition.


Here, we introduce a simple and robust post-processing
method to estimate noise and to compensate measurements of
volume backscattering. The method is similar to those proposed
by Kloser (1996) and Watkins and Brierley (1996), but it has the
advantage that it can be used to monitor noise continually
during acoustic surveying. Another advantage of the method is
that it does not rely on user intervention to define which part
of the recording is to be used to estimate noise: it correctly
locates the appropriate section from all available data without
user intervention.


The objective of the method is to compensate for the effects of
noise on echo-integration data by estimating the mean component
attributable to noise, and removing this from the measurement.
Its fundamental basis is that during normal operation, the echo-
sounder can be configured to record information from areas in
which negligible backscatter from the transmitted pulse is received.
This information can be used to estimate the mean noise level,
which is then removed from the measurement. The estimate of
noise is also used to estimate the SNR, which in turn can be
employed to restrict further analysis to high quality data only, or
to aid in selection of an appropriate integration threshold. An inte-
gration threshold based on a SNR can be used to maximize the
fraction of a population that is accessible to acoustic surveying.
This will be most valuable in situations where it is desirable to
minimize the influence of background noise while maximizing
the probability of detection of acoustic targets that are weak
backscatterers, weakly aggregated, deep in the water column, or
a combination of these factors.


Methods
Noise estimation and compensation of
volume-backscatter measurements
The measured mean volume-backscatter strength (Sv, in dB re
1 m21), which is a logarithmic measure of volume backscattering
(MacLennan et al., 2002), can be expressed as the arithmetic sum
of the contributions from the backscattered signal and noise


Sv;meas ¼ 10 log10 10ðSv;signal=10Þ þ 10ðSv;noise=10Þ
� �


; ð1Þ


where Sv,meas is volume backscatter recorded by the echosounder,
Sv,signal the contribution from the backscattered transmit pulse,
and Sv,noise the contribution from noise.


A series of Sv,meas(i,j) measurements recorded while the echo-
sounder is actively pinging is used as the underlying data for the
noise estimate. The index i is used to denote the ping number,
and j is used to denote the vertical position of the sample.
Sv,meas is used as the underlying data because echosounders are
calibrated in terms of Sv (Foote et al., 1987), noise estimates in
units of Sv provide a clear measure of the impact of noise on
echo-integration measurements, and Sv is widely available from
echosounders. The primary assumptions of the method are that
background noise is independent of elapsed time during one
transmit-and-receive cycle, and that at some point in the measured
cycle, the measurement is dominated by contributions from back-
ground noise (i.e. Sv,noise ..Sv,signal). This assumption means
that noise “spikes” such as short-duration interference from the
transmit signal of other echosounders are not present, or have
been excluded from the data. If these assumptions are met, a
portion of the return observed from an active ping (i.e. transmitter
enabled) will give similar readings to those of an echosounder in
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passive mode, which is a measurement of background noise
(Figure 1). If this assumption is violated, this and other methods
(e.g. Kloser, 1996; Watkins and Brierley, 1996; Higginbottom
and Pauly, 1997; Korneliussen, 2000) based on active pinging
will overestimate noise because the portion of the measurement
used to estimate noise levels will include appreciable backscattered
signal as well as background noise.


Acoustic data collected from both the water column and the
“below-bottom” echo are included in the noise estimation to
maximize the probability that the echosounder measurement is
dominated by the effects of noise at some point in the receive
cycle. The signal received at the transducer face from long-range
targets is attenuated by spherical spreading and absorption,
and there is often little backscattering of the transmitted signal
at ranges exceeding that of the seafloor (Nunnallee, 1990;
Korneliussen, 2000). Often, the section between the first and
second bottom echoes of an active ping is dominated by
TVG-amplified background noise (Figure 1). When data below
bottom are not available (e.g. deep water), the acoustic data col-
lected from the water column at long ranges provide a measure-
ment dominated by noise amplified by the TVG.


To estimate background-noise levels, the TVG is first removed
from Sv,meas to generate Powercal, a quantity equivalent to Sv,meas


with no TVG applied. This step is necessary to remove the


range-dependent amplification of background noise, which
should not vary with the time elapsed since the transmitter was
enabled. Powercal can be thought of as a logarithmic measure of
received power adjusted for the echosounder-specific, calibration
coefficients used in echo integration. Powercal is computed as


Powercalði; jÞ ¼ Sv;measði; jÞ � ð20 log10ðrtvgði; jÞÞ
þ 2artvgði; jÞÞ; ð2Þ


where i represents the ping number and j the sample number in the
vertical, rtvg the range used to apply TVG at the midpoint of each
range bin in metres, and a (dB m21) is the absorption coefficient
used when TVG was originally applied by the echosounder.
Echosounders often delay the TVG to minimize errors imposed
by receiver-related delays (MacLennan, 1986), and rtvg represents
the range adjusted for the delays. This delay depends on the equip-
ment used, but given that the purpose of the operation is to
remove the TVG added by the echosounder, the range for rtvg


should be the same range as used by the echosounder hardware
or software in calculating the correct TVG at the time Sv,meas was
recorded. For the Simrad EK60 echosounders used in this study,
this delay is


rtvg ¼ r � t� c


4


� �� �
; ð3Þ


where r is the uncorrected range (m) to the midpoint of sample, t
the pulse duration (s), and c the sound speed (m s21) (Sonardata,
2005).


The Powercal measurements are resampled by averaging (in the
arithmetic domain) the measurements in cells corresponding to N
pings in the horizontal and M samples in the range


Powercalðk; lÞ¼10 log 10
1


NM


XlM


j¼ðl�1ÞMþ1


XkN


i¼ðk�1ÞNþ1


10Powercalði;jÞ=10


0
@


1
A:


ð4Þ


This results in Powercal for each averaged interval, which is defined
by an average value computed for each interval of N pings (aver-
aged time intervals are designated by the index k) by M samples
in range (averaged vertical intervals are designated by the index
l ). From Powercal, a noise estimate is derived by selecting the
minimum value of Powercal in every time interval k:


NoiseðkÞ ¼ min
k
ðPowercalðk; lÞÞ: ð5Þ


To minimize the influence of cases where the assumptions of the
method are violated (i.e. water column recordings with significant
backscattering of the transmit signal present at all sampled ranges),
a maximum threshold Noisemax is applied to Noise(k) as follows:


if Noise(k) . Noisemax


NoiseðkÞ ¼ Noisemax; ð6Þ


where Noisemax represents an upper limit for background noise
expected under the operating conditions. Noisemax must be deter-
mined empirically and will depend on the echosounder, its


Figure 1. Overlay of active and passive pings taken 1-s apart with a
200-kHz echosounder. Sv samples have been averaged in 1-m bins.
The bottom return is visible at 70 m in the active transmission, and
the second echo from the bottom is visible at �140 m. The overlap
between the active and passive transmission over a substantial depth
interval (e.g. 90–125 m) indicates that active pings can serve as a
proxy for passive noise measurements, as assumed by this
noise-estimation method.
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installation, and the radiated noise of the vessel. For the examples
presented here, Noisemax was set at 2125 dB at all frequencies and
this value was never exceeded. However, it does provide an index
that can be used to identify cases where the assumptions of the
method are grossly violated, and it will minimize the impact of
violations of the method on echo integration if they are not
detected, e.g. during automated processing.


Estimates of Noise are established for each ping i by assigning
the value of Noise in a given block of pings k to all individual
pings constituting the interval. The effect of TVG is then added
to the noise level to produce Sv,noise as amplified by TVG for
each Sv sample, as follows:


Sv;noiseði; jÞ ¼ NoiseðiÞ þ ð20 log10ðrtvgði; jÞÞ þ 2artvgði; jÞÞ: ð7Þ


The noise estimate is then subtracted from Sv,meas in the arithmetic
domain to arrive at an estimate of Sv corrected for noise (Sv,corr)
for each ping i and range sample j:


Sv;corrði; jÞ ¼ 10 log10ð10ðSv;measði;jÞ=10Þ � 10ðSv;noiseði;jÞ=10ÞÞ: ð8Þ


The SNR (dB) for a given sample can then be estimated as
follows:


SNRði; jÞ ¼ Sv;corrði; jÞ � Sv;noiseði; jÞ: ð9Þ


SNR is a measure of the relative contribution of signal and noise
and can be used objectively to identify data that contain sufficient
signal to warrant further analysis, such as echo integration or multi-
frequency comparisons. A condition of SNR . thresholdSNR,
where thresholdSNR is a minimum desired SNR in dB can be
imposed to threshold Sv,corr and SNR as follows:


if SNR(i, j) � thresholdSNR


Sv;corrði; jÞ ¼ �999: ð10Þ


A value of 2999 is used if the measurement falls below the
threshold value, because the logarithm of zero is undefined, and
this produces an approximation of zero in the linear domain.


It is important to keep in mind that the noise estimate rep-
resents the mean noise level derived over many samples, and
that individual samples recorded by the echosounder from
regions dominated by noise can be expected to differ from this
level (Figure 2). For example, there will be individual samples
dominated by noise in which the averaged estimate of noise will
exceed the fine-scale Sv measurement (i.e. the estimate of SNR
for the sample is negative). The condition of thresholdSNR . 0
can be used to suppress these samples from further consideration.
In addition, some of the recorded samples dominated by noise will
be above the mean noise level. The minimum thresholdSNR


required to suppress the contribution from these pixels can be esti-
mated by examining distributions of Powercal from areas domi-
nated by noise and selecting a threshold above the mean value
that will exclude contributions from it. This value will depend
on the equipment used, the operational settings, and the extent
to which data are averaged. For example, if data are averaged or
smoothed before noise correction or thresholding [i.e. replace
Sv,meas in Equation (8) with averaged data], the mean background
noise does not change, but the variance decreases (Figure 2).


Owing to the lower variability, a lower thresholdSNR is required
to threshold the contributions from the upper tail of the noise
samples when the data are averaged or smoothed before noise
compensation. For the example presented in Figure 2, a
thresholdSNR of �10 dB would be required to threshold the
upper tail of the distribution of unaveraged samples (Figure 2a),
whereas a thresholdSNR of �4 dB is required to suppress the
upper tail of the distribution when the data are averaged in 2-m
vertical bins. If data are averaged at the scale used for noise
reduction (N pings, M range samples), there will be no mismatches
between the scale of noise estimation and compensation. In many
applications (e.g. large-scale acoustic surveys), acoustic measure-
ments are integrated over broad scales of time and space, and aver-
aging data at the scale used for noise estimation before correction
will be appropriate. In other applications, multifrequency species
classification for example, fine-scale, noise-corrected measure-
ments are required. In these instances, thresholdSNR can be used
to suppress the upper tail of the noise distribution. The use of
thresholdSNR . 0 will also provide a margin of safety from inte-
grating samples dominated by noise, and will result in conservative


Figure 2. Plots showing that averaging individual echosounder
samples reduces the variance of echosounder measurements
dominated by background noise. (a) Echosounder native resolution
(�19 cm in the vertical). (b) The same dataset averaged into 2-m
vertical bins. The data were collected with a 120 kHz EK60
echosounder operated at a pulse length of 1 ms, and are samples
well below the first bottom echo. The arrows indicate the Noise
estimates [Equation (5)], which are the same in both cases.
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abundance estimates in cases of low SNRs, where small errors in
background-noise estimation can have large effects on overall inte-
gration results.


Implementation
The availability of software such as that described here to
implement new methods of analysis conveniently is a practical
concern in many applications. We have implemented the tech-
niques described here using Sonardata Echoview (reference to
trade names does not imply endorsement by the National
Marine Fisheries Service, NOAA), a commercially available
software application for processing acoustic data, taking advan-
tage of the functionality of the virtual variable operators
(Higginbottom et al., 2000), which allow the user to perform
manipulations of echograms. Instructions for applying the tech-
niques described here using this software package are available
from the authors.


Application of the method
The noise-reduction method described above has been applied to
several datasets collected using calibrated Simrad EK60 echosoun-
ders operating at 18, 38, 120, and 200 kHz aboard the NOAA ships
“Miller Freeman” and “Oscar Dyson” in waters off Alaska and
Washington, USA. Both these vessels have propellers designed to
minimize underwater noise in the frequency range used by
echosounders.


The sensitivity of the noise estimates to the grid size used to
estimate noise was evaluated by varying the number of pings N
averaged for a record with a constant bottom depth, where noise
levels are presumably fairly constant. This record was collected
in the Gulf of Alaska by the “Oscar Dyson”. Bottom depths
during this 900-ping recording varied between 197 and 200 m,
and ship speed was 10.7 knots at a constant course. Data to a
range of 500 m were used in the analysis.


The sensitivity of the noise estimates to the quantity of data
included in the procedure was evaluated by repeatedly computing
noise estimates for the same dataset, while altering the extent of
data below the bottom echo used in the noise estimate. This
record comprised 1600 pings collected to a range of 1000 m in
the Gulf of Alaska aboard the “Oscar Dyson” at bottom depths
ranging from 197 to 211 m and at a ship speed of �10.7 knots.


Given that the objective of the method was to estimate the
background-noise levels that the echosounder would record in
passive mode, comparison of the active method described here
and the passive noise recorded with the transmitter disabled pro-
vides a mechanism to assess the performance of the noise esti-
mates. This comparison assumes that echosounder self-noise
does not change between active and passive modes. We compared
noise estimates made during active and passive echosounder opera-
tions by analysing records in which the transmitter was sequen-
tially disabled and enabled. Noise estimates were made from
3–5 sequential active and passive records of �5 min duration
on five replicate occasions. Bottom depths in the various locations
for these tests ranged between �70 and 255 m, although there was
little change in bottom depth over individual test areas. Data were
recorded to ranges of either 250 or 500 m, depending on bottom
depth. Vessel speed ranged between 0 and 12 knots. Noise esti-
mates were computed for 120 and 200 kHz, because initial sensi-
tivity analyses (described below) indicated that the assumption
that a portion of the recorded signal is dominated by background
noise was violated at these ranges for 18 and 38 kHz. Different


methods were used to estimate active and passive noise because
passive records contain only background noise and active pings
contain contributions from signal and noise. During active
pinging, background noise was estimated using cells of N ¼ 40
pings and a vertical bin size M corresponding to a 10-m vertical
interval. During passive acoustic records, Powercal was computed
over the entire water column every 40 pings. The mean and the
standard deviation of the observed noise estimates here and else-
where in the paper were computed in the linear domain, then
back-transformed to logarithmic units.


Additional acoustic recordings were examined to demonstrate
the potential for rapid changes in echosounder noise under differ-
ent operating conditions. To illustrate the role of bottom depth, a
series of active–passive recordings was recorded by the “Miller
Freeman” in an area of rapidly changing bottom topography
(41–191 m) at a ship speed of �12.5 knots, with no adjustments
in engine or propeller-pitch settings. To demonstrate the potential
impact of the cycling of auxiliary machinery, an active record was
collected when the bowthruster aboard “Oscar Dyson” was on
standby (i.e. powered but not thrusting) for an extended period,
and when power to the bowthruster was subsequently turned off.
In both cases, the data were processed with the same methods
used in the active and passive comparisons described earlier.


Finally, an illustration of the method in a potential field appli-
cation is presented. A sample 120 kHz dataset collected on the
“Miller Freeman”, during an acoustic survey targeting deep
(�300–700 m) aggregations of walleye pollock (Theragra chalco-
gramma), was processed using the signal-to-noise threshold
method. Pollock surveys in this region rely primarily on 38 kHz
echosounders, which have lower background noise levels at these
depths. However, the noisier 120 kHz dataset (recorded as 2-m
vertical resolution telegrams) is used to illustrate how the noise-
correction procedure extends the useful range of the echosounder,
allowing use of the Sv data from dense but deep layers of fish for
multifrequency backscatter classification or echo integration. The
sensitivity of echo integration of this dataset to changes in
thresholdSNR was examined by echo integrating the data with
thresholdSNR ranging from 0 to 10 dB.


Results
Sensitivity to grid size
Noise [as defined in Equation (5)] increased and became less vari-
able as more pings were included in each grid cell when less than
20 pings were averaged (Figure 3). This is to be expected when grid
cells of few samples are used, because the noise estimate is based on
selecting the minimum observation from a series of averaged cells,
and lower values are expected when fewer samples are averaged in
each cell. However, the magnitude and the variability of the noise
estimates rapidly levelled off as increasing numbers of pings were
averaged, indicating that they are relatively insensitive to grid size
when more than 20 pings are averaged and 10-m deep cells are
used. As a compromise between stability of the noise estimate
and an ability to compensate for rapidly changing noise levels, cell-
size parameters of N ¼ 40 pings in the horizontal and M corre-
sponding to a 10-m vertical bin in the vertical were used in
further analyses.


Sensitivity to inclusion of below-bottom data
If the assumption that the Sv,meas data used to estimate noise are
dominated by noise at some point in the sampled range is violated,
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the estimates of Noise will be biased high, because the backscat-
tered transmit signal will be included in the noise estimate. As
expected, estimates of Noise were reduced, as more below-bottom
data were included (Figure 4). For 120 and 200 kHz, the noise esti-
mates become stable when data extending .� 75 m below the
first bottom echo are included. The 18 and 38 kHz estimates


appeared to become stable when data .� 600 m below bottom
were included. For the test conditions used in this example, at
120 and 200 kHz only modest amounts of data below bottom are
required for unbiased estimation of Noise, but for lower frequencies
such as 18 and 38 kHz, data far below the second bottom echo must
be included for unbiased estimates of Noise.


Comparison of active and passive noise
Background-noise levels estimated during active and passive echo-
sounder operation are comparable (Figure 5). Mean (+s.d.)
absolute discrepancy for the five replicate active and passive esti-
mates was 0.40+ 0.25 dB and 0.19+ 0.10 dB for 120 kHz and
200 kHz, respectively. This indicates that background-noise esti-
mates derived from active acoustic data provide a reasonable esti-
mate of the echosounder background noise that would be
measured with the transmitter disabled.


Temporal changes in background noise
Tests indicated that background noise has the potential to vary
rapidly under field conditions. For example, noise estimates
made at constant ship speed reveal substantial temporal changes
in both active and passive estimates of background noise, which
are associated with changes in bottom depth (Figures 6a and 6b).
Noise was elevated in shallow water and decreased with increasing
bottom depth. Over the 40–200 m depth range examined
(Figure 6c), the background-noise level increased by �12 dB. In


Figure 4. Mean Noise as a function of the amount of below-bottom
data used to derive the noise estimate. A grid size of 40 pings by
10 m was used in the calculations, and the bottom depth in the area
was �200 m.


Figure 3. The sensitivity of the noise estimate to the number of pings averaged in each 10-m deep grid cell. (a) 18 kHz, (b) 38 kHz,
(c) 120 kHz, and (d) 200 kHz. Graphs show mean Noise+1 s.d.
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addition, machinery aboard the vessel has the potential to influ-
ence background noise. Powering the bowthruster on the “Oscar
Dyson” resulted in a �7 dB increase in 200 kHz background
noise compared with it being turned off (Figure 7).


Application of the method
The use of echosounders to assess the abundance and distribution
of organisms can be complicated by contributions from back-
ground noise. An example of this can be seen in the 120-kHz
record of pollock near the shelf break in the eastern Bering Sea
(Figure 8a). Substantial background noise amplified by the TVG
is visible at depths .500 m, corrupting the backscatter from the
pollock aggregation. Subtracting the mean background-noise
level and thresholding where the SNR is ,3 dB results in a
visibly improved echogram, in which little background noise is
evident (Figure 8b). The improvement is visible in the deeper por-
tions of the aggregation, and below the bottom echo at comparable
range. A virtual echogram (Figure 8c) of the estimated SNR pro-
vides a visual method of evaluating the quality of the data. Echo
integration of this dataset (Figure 8d) shows that between 300
and 500 m, where SNRs are high, the correction had little
impact, with just �2.3% of the echo integral expressed as the
“nautical area scattering coefficient”, a linear measure of integrated


backscatter, removed at an SNR of 0. However, for depths ranging
between 500 and 700 m, �36.3% of the energy was removed under
the same conditions. In addition, the deeper, lower SNR data are
more sensitive to changes in thresholdSNR: the echo integral in
the deeper stratum dropped off substantially with an increasing
threshold over the range 0–10 dB, whereas the echo integral in


Figure 5. Comparison of sequential active and passive noise
estimates made over 5 min periods at (a) 120 kHz, and (b) 200 kHz.
Graphs show mean Noise+1 s.d.


Figure 6. The effect of bottom depth on background noise.
(a) A sequence of 120 kHz active and passive “Noise” measurements
in an area of rapid changes in bottom topography. (b) Bottom depth
from active pings. (c) The active noise estimate as a function of
bottom depth from the same data.


Figure 7. The effect of powering-up the bowthruster aboard the
“Oscar Dyson” on echosounder background noise at 200 kHz. The
dotted line indicates the time when the bowthruster setting was
changed from powered (but not thrusting) to off. This serves to
illustrate how the cycling of auxiliary machinery aboard a vessel can
impact echosounder background noise.
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the shallow stratum was comparatively insensitive over the same
range.


Discussion
Background noise can limit the range to which acoustic back-
scatter can be measured accurately. Post-processing corrections
for background noise are useful in situations where SNRs are
low, but will be negligible in situations where signal-to-noise is
high (Watkins and Brierley, 1996). The noise reduction and
signal-to-noise estimation method described here will increase
the range to which echosounders can be used. For applications
in low signal-to-noise conditions, SNR thresholds will be more
effective than simply increasing the integration threshold, as is
often the practice in high SNR situations (Simmonds and
MacLennan, 2005). SNR thresholding will not remove low inten-
sity but high SNR backscatter at close ranges, but will exclude
high-amplitude, TVG-amplified noise at longer ranges. However,
this comes at the cost of having a range-dependent detection
probability: the minimum density of organisms for detection
above the threshold will increase with range. Corrections for
background noise will only be effective to a certain extent: at
very long ranges, the backscattered signal will be overwhelmed
by background noise. The range at which this will occur


depends on the background-noise level and the backscatter from
the target of interest: for relatively strong scatterers such as
walleye pollock, the range of useful detection can be extended
substantially.


Comparison of sequential active and passive acoustic record-
ings indicates that if a portion of the measured signal is dominated
by background noise, the method produces results comparable
with those observed during passive-echosounder operation. This
assumption will always be valid at very long ranges if the data
are collected at ranges long enough for reverberation to be suffi-
ciently attenuated. This is equivalent to the recommendation of
Nunnallee (1990) of following an active ping with a passive ping
in which the transmitter is disabled.


The requirement for sufficiently long-range data collection for
accurate noise estimation is common to post-processing noise-
reduction methods based on active noise collections (Kloser,
1996; Watkins and Brierley, 1996; Korneliussen, 2000). In some
applications, particularly for low-frequency echosounders with
quiet installations, this may result in an unacceptably long delay
between pings or large data-storage requirements to collect large
quantities of below-bottom data on each ping to fulfil this assump-
tion. Given that noise for a given echosounder is strongly depen-
dent on factors such as acoustic frequency, vessel characteristics,


Figure 8. An example of noise reduction and signal-to-noise thresholding applied to a �2 nautical mile 120 kHz echogram of walleye pollock at
the Bering Sea shelf break. An aggregation of pollock is evident between depths of 350 and 650 m. (a) Original echogram. (b) Noise-reduced
echogram thresholded using a thresholdSNR of 3 dB. (c) Virtual echogram of signal-to-noise ratio. (d) A fraction of uncorrected “nautical area
scattering coefficient” (NASC) (i.e. original NASC in the original echogram) observed as a function of thresholdSNR for two depth strata.
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the echosounder and its installation, as well as environmental
characteristics such as water depth, the range to which data
must be collected to meet the assumption of a sufficiently low
SNR depends on the particular situation. The vessels used for
this study are designed to minimize background noise at the fre-
quencies used by echosounders, and the data-collection range
requirements for this method may be lower in other applications.
A convenient method to establish whether the assumption is met is
to compare active and passive data records under representative
survey situations (e.g. Figure 1) to determine the range to which
data are required. If horizontal-TVG-amplified noise bands are
evident in an echogram when the display threshold is lowered,
this is indicative of the presence of an area of low SNR, where
the assumption will be met. Fortunately, if data must be collected
to an excessively inconvenient depth in a particular situation for
an unbiased noise estimate, this indicates that background-noise
levels are low and corrections for background noise will be
minor. For pollock surveys at water depths ,500 m, our experi-
ence is that background-noise levels are sufficiently low for 18
and 38 kHz that corrections are unnecessary for these frequencies,
and data collected to 100 m below bottom are sufficient to meet
the assumptions of the method for 120 and 200 kHz EK60 echo-
sounders. In the future, changes to echosounder control could
be implemented to strike a compromise between maximizing
ping rate, minimizing data storage, and the unbiased estimation
of background noise. For example, one could intermittently
collect pings to very long ranges and use these pings to estimate
background noise, with little impact on the overall
pulse-repetition rate. Additionally, data-storage requirements
can be minimized by recording below-bottom data at a coarse ver-
tical resolution.


The method described has the advantage that it repeatedly esti-
mates the background noise over short intervals of time. Given
that background noise changes rapidly with environmental con-
ditions and vessel settings (Urick, 1983), the assumption that
noise levels are constant in time and space is tenuous in some cir-
cumstances. The ability to estimate background noise continu-
ously will be advantageous in many situations, particularly when
bottom depth, vessel speed, or other conditions change. A
further benefit of the method over previous techniques is that it
does not rely on user intervention to determine which part of
the recording is to be used to estimate noise: the method will cor-
rectly locate the appropriate section of the vertical profile of Sv


from which to estimate noise, as long as the assumption that a
section of the record contains an area that is dominated by noise
is met.


Despite its utility, the concept of the SNR has not found wide-
spread use in routine fisheries-acoustics applications other than in
the areas of instrument design and studies of the measurement
process (although see Kieser et al., 2005, for the treatment of
single-target detections). In part, this may be because estimates
of SNR are not generally available during routine data analysis.
Noise estimates such as that proposed here allow the SNR of the
received signal to be estimated, and appropriate action for
further analysis can then be taken. For example, estimates of back-
ground noise levels and SNRs allow an analyst or an algorithm to
make decisions regarding appropriate integration thresholds or
signal-to-noise thresholds. SNRs can then be used to limit the
data used in further analysis. For example, we have found that
applying a SNR threshold is useful when measuring in situ
frequency-dependent backscatter. The use of SNRs for


thresholding or limiting data for further analysis is not restricted
to the method described here, and this can be adapted to other
methods that produce a noise estimate (e.g. Nunnallee, 1990;
Takao and Furusawa, 1995; Kloser, 1996; Watkins and Brierley,
1996; Korneliussen, 2000).


The primary steps for the collection of high-quality
echo-integration data are careful selection and installation of
acoustic equipment and vessel design, maintenance, and operation
(Mitson and Knudsen, 2003; Simmonds and MacLennan, 2005).
This will minimize background noise, increasing the SNR. In situa-
tions where these steps have been taken, or are not possible, post-
processing corrections for echosounder background noise such as
that proposed here will be valuable in optimizing the use of the
data and avoiding misinterpretations. Noise estimates are also
likely to serve as useful diagnostic measures for applications
such as the automated analysis of acoustic data, the selection of
appropriate survey speeds, and the selection of vessels and equip-
ment for acoustic surveys. When the primary assumptions of the
method described here are fulfilled, it makes a correction for
noise effects on echo integration, and provides periodic robust
noise estimates in an automated, user-friendly fashion. The
method is simple to implement and provides easy access to
signal-to-noise estimates, which serve as a valuable measure of
data quality for echosounder measurements.
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Silent ships sometimes do encounter more fish. 2. Concurrent
echosounder observations from a free-drifting buoy and vessels
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De Robertis, A., and Wilson, C. D. 2010. Silent ships sometimes do encounter more fish. 2. Concurrent echosounder observations from a free-
drifting buoy and vessels. – ICES Journal of Marine Science, 67: 996–1003.


The reactions of walleye pollock (Theragra chalcogramma) to the NOAA ships “Miller Freeman” (MF), a conventionally designed
research vessel, and the “Oscar Dyson” (OD), a noise-reduced research vessel, were compared near the Shumagin Islands, Alaska.
Observations with a buoy-mounted echosounder indicated a stronger decrease in pollock backscatter strength and a greater increase
in pollock backscatter depth associated with the passage of the MF than the OD. The pollock began to respond at a distance of
�270 m from the vessel and were disturbed for several minutes after vessel passage. The reaction to the OD was weak, suggesting
that measurements of pollock made by the OD in this environment are not strongly biased by vessel avoidance. Comparison of echo-
sounder observations collected on board each vessel indicated that the MF measured less pollock backscatter, a deeper pollock depth
distribution, and weaker single-target echoes than the OD. Together, the results indicate that acoustic measurements from the two
vessels are not equivalent because of a reduced avoidance response to the noise-reduced vessel.
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Introduction
Radiated noise has been proposed as the primary stimulus causing fish
to react to approaching research vessels. These reactions are of
concern because behavioural changes to approaching survey vessels
have been identified as one of the primary sources of uncertainty in
abundance estimates (Fréon and Misund, 1999; Løland et al., 2007).
Recommendations for the maximum low-frequency noise emission
of research vessels have been made (Mitson, 1995), in an effort to
reduce the auditory stimuli that may trigger the behavioural reactions
to vessels. Although several nations have invested in noise-reduced
vessels conforming to these recommendations (Mitson and
Knudsen, 2003), few studies have compared noise-reduced and
conventional, i.e. not noise-reduced, research vessels, to establish
the efficacy of noise reduction in reducing fish avoidance.


Three studies have compared the reactions of fish to noise-
reduced and conventional research vessels directly. In two of the
studies, there was no evidence of diminished fish reactions to
the noise-reduced vessel (Ona et al., 2007; De Robertis et al.,
2008). In a third study, consistently greater backscatter was
observed by a noise-reduced vessel than by a conventional vessel
during spawning surveys of walleye pollock (Theragra chalco-
gramma; De Robertis et al., 2010). The analysis of fish vertical
distribution during this third study revealed vessel-specific differ-
ences in that parameter, suggesting that pollock exhibited a stron-
ger diving response when approached by the conventional vessel.
Larger discrepancies were observed for shallower fish, i.e. those
closer to the vessels. The greater abundance and shallower
pollock distribution observed by the noise-reduced vessel suggest
a smaller avoidance response than with the conventional vessel.


The inferences of De Robertis et al. (2008, 2010) are based on a
vessel-comparison approach, e.g. Kieser et al. (1987), in which


paired acoustic measurements from vessels are used to test for differ-


ences in avoidance reactions. This approach has several strengths,


notably the ability to generate fairly small confidence intervals by


averaging large numbers of observations under representative con-


ditions (De Robertis et al., 2008), but the approach remains indirect.


In any vessel comparison, the observations are limited to the


moment that the transducer passes over the fish and can be used


to estimate the relative differences in reactions to the vessels


tested. However, it does not allow the behavioural reaction to be


clearly identified (De Robertis et al., 2008, 2010). For example,


vessel comparison cannot distinguish between a large, but equival-


ent, avoidance response to both vessels and no response to both


vessels. The comparative approach depends on instrument perform-


ance because measurement bias will result in vessel-specific differ-


ences that can be misinterpreted as differential reactions to the


vessels.
Another approach is to observe fish responses to vessels as they


approach a stationary observation platform such as a small boat,


buoy, or mooring (e.g. Olsen et al., 1983; Ona et al., 2007). The


stationary approach has the advantage of providing direct obser-


vations extending from before and after vessel passage from


which behavioural inferences can be drawn. That time-series can


be used to make behavioural inferences and to assess the behav-


ioural reaction in absolute terms, i.e. relative to an undisturbed


state, rather than in relative terms, i.e. relative to the response to


another vessel, as in vessel comparison.
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Here, we report on an experiment in which a free-drifting,
echosounder buoy was used to compare the responses of walleye
pollock as they are approached by a noise-reduced and a conven-
tional research vessel. Echosounder data from the vessels were also
compared during the experiment. The experiment was intended to
complement an ongoing vessel comparison in the study area,
reported on in a companion paper (De Robertis et al., 2010). In
a broad-scale vessel comparison in the Shumagin islands area,
an average of 31% more 38 kHz backscatter from pollock was
observed by the noise-reduced vessel than by the conventional
vessel. The goals of the buoy experiment reported here were (i)
to confirm that there was a weaker avoidance response to the
noise-reduced vessel than the conventional vessel, and (ii) to
characterize the response of walleye pollock to the vessels.


Material and methods
Experimental design
An instrumented, free-drifting buoy was used to characterize the
responses of walleye pollock beneath the buoy as they were
approached and then passed by the “Oscar Dyson” (OD) and
the “Miller Freeman” (MF). The buoy is similar to the Bergen
acoustic buoy (Godø and Totland, 1996) and is equipped with a
calibrated, 38-kHz split-beam Simrad EK60 echosounder operated
at 1 ping s21, a battery package, a computer, a global-positioning
receiver, and a radio-communication link to the vessel. A Simrad
ES38-12 transducer was suspended at a depth of 26 m using an
arrangement of weights and floats designed to minimize transdu-
cer motion (cf. Handegard et al., 2003). Throughout the exper-
iment, both vessels operated calibrated 18 and 120 kHz,
centreboard-mounted Simrad EK60 echosounders (see De
Robertis et al., 2010, for details). The 38-kHz echosounders on
board the vessels were turned off to eliminate interference with
the buoy echosounder.


The experiment was conducted during the night on an aggrega-
tion of walleye pollock near the Shumagin Islands, Alaska
(558340N, 1608050W) on 11 February 2008. The bottom depth in
the area is �175 m, and a dense and spatially uniform layer of
pollock was present from �60 m to the bottom. This deployment
site was selected for the extensive and spatially consistent nature of
the aggregation. These conditions are desirable because a more
patchy fish distribution leads to higher temporal variance in back-
scatter measurements as the buoy drifts over discrete fish aggrega-
tions. The identity of the midwater backscatter was confirmed to be
pollock by targeted fishing with an Aleutian wing trawl equipped
with a 1.3-cm codend liner (Guttormsen et al., 2008). Each vessel
conducted a trawl targeting the mid-depth of the pollock aggrega-
tion before and after the buoy measurements. The catches from the
four trawls were almost exclusively pollock aged 2 and older, always
accounting for .99.6% of the catch by weight or numbers. The
length distribution of pollock captured in the hauls was similar,
with a mean length of 29.6 cm (s.d. ¼ 3.1 cm).


At the beginning of the experiment, the buoy was deployed
from the OD, and the vessels then ran a series of transects at
�11.6 knots in a rectangular arrangement (Figure 1), with the
first vessel passage 27 min after deployment. The vessels main-
tained position at opposite sides of the rectangle and passed
within 10 m of the buoy at intervals of �15 min. Observers on
board each vessel marked the time when the closest point of
approach (CPA) of the ship’s transducers to the buoy was
observed. Each vessel passed the buoy seven times during the


experiment, but a power failure caused the loss of one of the
data records, resulting in acoustic-data records for seven passes
by the MF and six by the OD.


Analysis of buoy observations
The acoustic records were analysed following the approach of
Vabø et al. (2002), which has been used in previous studies analys-
ing similar datasets (e.g. Jørgensen et al., 2004; Skaret et al., 2005,
2006; Hjellvik et al., 2008). Backscatter from the buoy-mounted
echosounder was integrated in cells of 1 m by 1 s, extending
from 3 m from the transducer face to 0.5 m above the
echosounder-detected seabed. The time-series associated with
each vessel approach (defined as 601 � 1 s intervals extending
from 5 min before CPA to 5 min after CPA) was smoothed with
an 11- or 31-s running mean to reduce high-frequency variability
before analysis. The 11-s running mean was used to compile stat-
istics to produce results consistent with those of Vabø et al. (2002).
The 31-s running mean was used for graphic displays because it
produces a less variable time-series that is easier to interpret.


The vertically integrated, nautical-area backscattering coeffi-
cient sA (m2 nautical mile22, hereafter mile) during a reference
period (sA,ref) when the fish were presumably undisturbed by the
vessel was compared with the observations at the time of vessel
passage (sA,pass). The reference period was defined as 158–88 s
before CPA, and observations during vessel passage were taken
as CPA +3 s (Vabø et al., 2002). The coefficient vasA


(Vabø
et al., 2002) was used to describe the ratio between backscatter
observed during the reference and the passage periods for each
vessel passage (i):


vasA ; i
¼ sA;pass;i=sA;ref ;i: ð1Þ


The time-series was summarized by averaging all available passes


Figure 1. Diagram of the rectangular experimental design. The
vessels sequentially approached the buoy from the east at a distance
of 1 nautical mile, conducted a 2-mile transect past the buoy, turned
north for 1 mile, then conducted a 2-mile westward transect. This
pattern was repeated during the experiment, with the start position
of the buoy approach adjusted to the latitude of the buoy as it
drifted during the deployment. The lines and circles between the
buoy and the transducer represent the floats and weights used to
stabilize transducer motion.
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for each vessel. In this case, sA observations at each time t were nor-
malized by the sA,ref observed during that pass:


s0A;t;i ¼ sA;t;i=sA;ref ;i: ð2Þ


To avoid bias introduced by averaging ratios when summarizing
the results, the s0A;t time-series were loge-transformed, and the
average and standard errors for all passes by a given vessel were
computed at each time-step (cf. Kieser et al., 1987). These
quantities were then back-transformed to linear units to describe
the acoustic time-series (i.e. mean+ 1 s.e.) observed by the
buoy as either the MF or the OD approached and then passed
the buoy.


In addition to changes in backscatter strength, we tested for
changes in pollock depth associated with vessel passage. The
mean-weighted pollock depth (i.e. the centre of mass of the distri-
bution) over the entire water column at each time-step t was cal-
culated from


mwdt ¼


P
D D� sA;D;tP


D sA;D;t
; ð3Þ


where D is the depth (m) and sA,D,t is the sA in the depth interval
from depth D to D þ 1, observed in each 1-s time-step t. The
difference between the mean-weighted depth at passage and
the reference period was computed (cf. Skaret et al., 2006) as
follows:


vamwd;i ¼ mwdpass;i �mwdref ;i: ð4Þ


The time-series of mean-weighted depth responses [Equation (3)]
was standardized by subtracting the mwd during the reference
period and summarized by averaging the standardized values of
mwdt for each time-step and computing the mean+ 1 s.e. for
all passes conducted by each vessel.


Analysis of vessel observations
Acoustic observations from the vessels were compared to test
whether the vessels detected different quantities of pollock back-
scatter during the experiment. For each passage of the buoy,
each vessel conducted a rectangular track which included one
transect 2 nautical miles long at the latitude of the buoy, and
another 1 mile to the north of the buoy (Figure 1). We extracted
14 transects (i.e. two per buoy passage) for each vessel
(Figure 2), which were compared in a pairwise manner to
test for vessel-specific differences in acoustic observations.
We applied the methodology of De Robertis et al. (2010) to
estimate the vessel ratio (i.e. R ¼ sA,OD/sA,MF), as well as
the difference in pollock mean-weighted depths, i.e. mwdOD 2


mwdMF).
We also compared the target strength (TS) from single fish


observed on the vessel echosounders. For each transect, the
median backscattering cross section, sbs (a linear measure of
TS), for single targets observed with a minimum TS of 270 dB
was computed for all single targets detected during the transect.
Analysis was restricted to depths ,125 m (range from the trans-
ducer ,116 m). Single-target echoes were identified by the echo-
sounder’s single-target recognition algorithm, a modification of
Ona and Barange (1999), with default parameters used for both
vessels.


Results
Observations by the buoy echosounder
The buoy echograms suggest that pollock responded differently to
the two vessels. When the MF approached the buoy, there was a
decrease in pollock backscatter in the shallowest parts of the
layer, but this was not consistently observed when the OD
approached (Figure 3). Analysis of the mean response of pollock
,125 m deep supports this observation (Figure 4). Pollock back-
scatter began to decrease �45 s before CPA. The decrease in
pollock backscatter was larger when the MF approached, and back-
scatter reached its minimum after the MF passed. The decrease in
pollock sA persisted for several minutes. The vasA


for the MF passes
was 0.69 at CPA (Table 1). This suggests that pollock sA in the
upper 125 m was on average 31% less at the MF CPA compared
with the reference period. The 95% confidence interval of vasA


for the MF passes (0.54–0.90) did not include 1, as would be
expected for no reaction. In contrast, there was a weaker response
for the OD, with a mean vasA


of 0.88, and the confidence intervals
that did not exclude 1 (Table 1).


A similar, but weaker, response was evident when pollock sA at
all depths was considered (Figure 5). The average vasA


was 0.85 for
the MF, and 0.96 for the OD, with only the confidence intervals for
the MF excluding a value of 1 (Table 1). The decrease in backscat-
ter observed over the entire water column was not driven solely by
events in the upper 125 m: the vasA


for pollock .125 m was 0.86
for the MF and 0.95 for the OD. Results were similar when
running means of different lengths were applied to the acoustic
records before calculating the statistics, i.e. compare the values
of vasA


in Table 1, which is based on a running mean of 11 s and
Figures 4 and 5, which are based on a running mean of 31 s).


The mwd of pollock observed by the buoy suggested a vessel-
specific change in pollock depth distribution in association with
vessel passage. There was a larger increase in pollock mwd when
the MF passed the buoy than when the OD passed the buoy
(Figure 6). The difference in mwd at CPA and the reference
period (vamwd) was 2.1 m deeper for MF passage with a 95%


Figure 2. Vessel and buoy tracks during the experiment. The paired
transect segments used to compare vessel-echosounder
measurements are shown by the darker lines, and the buoy trajectory
is shown by the curved line in the centre.
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confidence that did not include 0 (0.5–3.7 m; Table 1). The
increase in pollock depth began at the same time as the decrease
in backscatter (�45 s before CPA). In contrast, the change in
mwd associated with the passage of the OD was smaller in magni-
tude. The average vamwd at the OD CPA was 0.8 m with a 95% con-
fidence interval that included 0 (20.6 to 2.3 m; Table 1).


Observations of the vessel echosounders
Comparison of echosounder observations from the 18- and
120-kHz vessel-mounted echosounders suggests increased avoid-
ance behaviour associated with the MF, consistent with the buoy
results. The OD detected significantly more pollock backscatter
than the MF [paired t-test on ln(sA), p , 0.005 for both frequen-
cies]. The average vessel ratio (sA,OD/sA,MF) was 1.19 at 18 kHz and
1.11 at 120 kHz (Figure 7a). OD also detected the pollock signifi-
cantly shallower than the MF (paired t-test on mwd, p , 0.05 for
both frequencies). On average, the OD observed pollock mwd as
1.6 (18 kHz) and 2.2 m (120 kHz) shallower than the MF


(Figure 7b). The sbs for single targets detected at depths
,125 m was significantly higher for the OD than for the MF
(paired t-test on transect median sbs, p , 0.001 for both frequen-
cies). On average, median sbs was 1.86 times higher for targets
detected by the OD at 18 kHz and 2.42 times higher for targets
detected at 120 kHz (Figure 7c). Most of the single-target
detections were above the continuous layer of fish, with 90% of
single-target detections at ,93.5 m.


Discussion
Both buoy- and vessel-echosounder observations confirm the
observation of De Robertis et al. (2010) that walleye pollock in
the Shumagin Islands area exhibited a stronger reaction to the con-
ventionally constructed vessel MF than the noise-reduced OD. The
buoy observations indicated that pollock backscatter decreased
more strongly when the buoy was approached by the MF than
by the OD. The pollock backscatter began to decrease �45 s
before vessel passage which, at survey speeds of �11.6 knots,


Figure 3. Echograms from the buoy-mounted echosounder as the vessels approached the buoy from a distance of �1 nautical mile, until
reaching the CPA to the buoy (�10 m), then continued their course until �1 mile away from the buoy. Example echogram as (a) the MF and
(b) the OD approached and passed the buoy. The MF disturbed the shallowest walleye pollock before arrival, but the same is not clear for the
passage of the OD. The change in behaviour is best visualized by focusing on the depth of the top of the consistent pollock layer. The
persistent backscatter at �50 m is backscatter from the transducer rigging, which was excluded from analyses.


Figure 4. Change in shallow pollock backscatter (,125 m deep) as a function of time relative to vessel passage. The solid lines represent the
mean and the dotted lines +1 s.e. The observed backscatter at each time-point is normalized to the backscatter observed during the
reference period. To display the general trends more clearly, the time-series were averaged with a 31-s running mean. Reference and CPA
periods are indicated.
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Table 1. Summary of buoy observations of walleye pollock responses to the passage of NOAA ships MF and OD.


Vessel
Time


(UTC)


Vessel
speed


(knots)


CPA
distance


(m)


Pollock backscatter (<125 m) Pollock backscatter (all depths) Pollock mwd


sA,ref


(m2 nautical
mile22)


sA,pass


(m2 nautical
mile22) vasA


sA,ref


(m2 nautical
mile22)


sA,pass


(m2 nautical
mile22) vasA


mwdref


(m)
mwdpass


(m) vamwd (m)


MF 06:17 11.6 10 1 807 1 069 0.59 11 959 9 140 0.76 147.4 150.6 3.2
06:51 11.7 10 1 939 827 0.43 13 181 10 013 0.76 144.6 148.9 4.3
07:23 11.7 10 1 443 1 366 0.95 11 449 12 192 1.06 148.3 147.0 21.3
07:52 11.6 10 1 752 1 282 0.73 19 150 14 581 0.76 145.9 147.7 1.8
08:22 11.6 5 1 719 1 559 0.91 18 442 15 283 0.83 143.8 145.8 2.0
08:53 11.7 5 5 505 4 306 0.78 27 222 26 872 0.99 137.4 139.6 2.2
09:22 11.6 5 6 912 4 260 0.62 35 456 30 473 0.86 137.1 139.4 2.3


Mean (95% CI) 0.69 (0.54, 0.90) 0.85 (0.75, 0.97) 2.1 (0.5, 3.7)


OD 06:30 11.7 10 1 758 1 364 0.78 11 474 10 514 0.92 146.7 148.2 1.5
07:03 11.6 10 1 362 1 749 1.28 15 120 13 052 0.86 148.4 147.3 21.1
07:41 11.6 10 2 150 1 987 0.92 16 509 15 606 0.95 145.5 145.5 0
08:10 11.6 5 1 846 1 961 1.06 16 789 19 408 1.16 145.6 146.3 0.7
09:06 11.7 5 7 940 4 902 0.62 34 490 31 015 0.90 138.4 141.2 2.8
09:36 11.3 5 5 801 4 438 0.77 35 715 35 996 1.01 138.7 139.9 1.2


Mean (95% CI) 0.88 (0.67, 1.16) 0.96 (0.86, 1.07) 0.9 (20.6, 2.3)


The ratio of pollock backscatter during CPA relative to the reference period is described by vasA
, and changes in pollock depth distribution from the reference to the CPA are given by vamwd. Results for vasA


are
presented separately for all pollock and for pollock ,125 m deep separately, because the reactions are more evident for shallower fish. The mean and parametric 95% confidence intervals of vamwd and vasA


are
computed for each vessel. To avoid biases associated with averaging ratios, the mean and confidence intervals for vasA


are computed on loge-transformed data, then back-transformed to linear units.
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corresponds to a reaction distance of �270 m. The reduction in
backscatter persisted for several minutes after vessel passage. The
reaction was stronger for shallower fish, consistent with a reaction
to a stimulus propagating from the vessel at the surface. In
addition, a small increase in the backscatter depth of pollock
was observed concurrently with the reduction in sA, and this
change was larger for the MF (�3 m) than the OD (�1 m),
again suggesting a stronger response to the MF than the OD.
The buoy observations indicate that, in this situation, pollock reac-
tions to the OD were modest in an absolute sense. This is an
important result because vessel comparison (e.g. De Robertis
et al., 2010) can only address the relative impact of differential
vessel avoidance on acoustic measurements, but not the effect of
vessel-induced fish reactions on acoustic-abundance estimates
compared with an undisturbed state.


Analysis of the concurrent vessel-echosounder records corro-
borated the buoy observations. The OD detected higher pollock
sA than the MF (19% at 18 kHz, 11% at 120 kHz), similar to the
buoy observations at the time of vessel passage. In addition,
the OD detected pollock backscatter as �2 m shallower than the


MF, similar in magnitude to the buoy observations at CPA.
Moreover, the TS of individual pollock observed from the MF
was lower than the TS observed from the OD. The TS of fish
with swimbladders is very dependent on fish orientation at the fre-
quencies used in this study (e.g. Foote, 1985; Gauthier and Horne,
2004), and it is likely that the TS observed by the MF was lower
because the pollock underwent greater changes in tilt-angle
while diving in response to the vessel (Barange and Hampton,
1994). The change in TS was larger than the observed change in
water-column backscatter, consistent with a stronger reaction for
shallower fish, because single-target detections were possible
only on the shallowest fish, which presumably exhibited stronger
reactions. The decrease in TS for shallow fish suggests that at
least part of the observed reduction in sA is attributable to a
decrease in pollock TS rather than a movement of fish away
from the echosounder beam. Similarly, the increase in pollock
backscatter depth associated with vessel passage may be partially
a result of depth-dependent changes in TS.


The response of pollock observed during the experiment is
consistent with the observations of the broader-scale vessel


Figure 5. Change in pollock backscatter (all depths) as a function of time relative to vessel passage. The solid lines represent the mean and the
dotted lines +1 s.e. The observed backscatter at each time-point is normalized to the backscatter observed during the reference period. To
display the general trends more clearly, the time-series were averaged with a 31-s running mean. Reference and CPA periods are indicated.
Note that the scale differs from that of Figure 4.


Figure 6. Change in pollock mwd as a function of time relative to vessel passage. The solid lines represent the mean and the dotted lines
+1 s.e. The mwd observed during the reference period has been subtracted from that observed at each time-point during each pass. To
display the general trends more clearly, the time-series were averaged with a 31-s running mean. Reference and CPA periods are indicated.
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comparison that was also conducted in the Shumagin Islands
immediately before and after this experiment during February
2008. Higher backscatter was observed by the OD than by the
MF over the survey area, and no day/night differences were
observed in the vessel ratio (De Robertis et al., 2010). In addition,
a greater discrepancy in pollock backscatter between vessels was
observed for shallower pollock. When the vessels conducted
follow-the-leader transects passing over the same area, the OD
detected pollock shallower than the MF, with a greater difference
in fish depth for fish at the shallowest depths. Taken together,
these responses are consistent with the buoy observations and
suggest that the behaviour observed during the buoy experiment


is representative of the avoidance behaviour seen in the large-scale
vessel comparison.


The behaviour during the buoy passes does not support the
inference of De Robertis et al. (2008) that the depth distributions
observed during comparison of the same vessels over pollock
aggregations in the eastern Bering Sea were consistent with a stron-
ger diving response to the noise-reduced vessel (OD) than the
louder conventional vessel (MF), with the response taking place
primarily after vessel passage, as observed for herring (Clupea
harengus; Ona et al., 2007). The discrepancy in the pollock
depth distributions measured from the same vessels during
summer in the Bering Sea (De Robertis et al., 2008) and during
winter surveys (De Robertis et al., 2010) suggests that pollock
may exhibit avoidance behaviour that differs in its basic character
as well as its magnitude. This inconsistency remains unresolved
because the inferences from summer are based on indirect obser-
vations during vessel comparison. Direct observations of pollock
responses to approaching vessels similar to those reported here
could be used to resolve whether the behavioural response
differs during summer in the eastern Bering Sea.


The reactions of pollock to approaching vessels (i.e. a decrease
in backscatter, increased depth of backscatter, decrease in TS)
observed in this study are consistent with descriptions of
vessel-avoidance behaviour in other species. The decrease in back-
scatter begins well before vessel passage, as has been commonly
reported in other studies (e.g. Vabø et al., 2002; Handegard and
Tjøstheim, 2005). The fish begin to respond to the vessel at
ranges of 100s of metres, consistent with the hypothesis that fish
hearing may be involved, because vessels generate intense low-
frequency sounds within the hearing range of fish, which can pro-
pagate over long distances (Fréon and Misund, 1999; Mitson and
Knudsen, 2003). Moreover, an increase in the depth of the fish was
observed as a vessel approached, consistent with a diving response
(e.g. Olsen et al., 1983; Vabø et al., 2002).


Vessel reactions have the potential to introduce substantial bias
into abundance estimates. The greatest biases are expected where
the fish are more shallowly distributed, but these reactions are
highly variable, even within a species. For example, studies con-
ducted on Norwegian overwintering herring show that herring
can exhibit vessel-avoidance reactions substantially larger than
the ones we observed, with greater responses for shallower fish
(summarized in Hjellvik et al., 2008). In contrast, experiments
on shallow aggregations of the same stock of herring in spawning
condition indicate no or moderate avoidance reactions (Skaret
et al., 2005, 2006). Experiments on capelin (Mallotus villosus;
Jørgensen et al., 2004) and Antarctic krill (Euphausia superba;
Brierley et al., 2003) suggest that those species may be less reactive
than herring. Vessel avoidance remains difficult to predict, and
until better understanding is achieved, direct measurement of
the consequences of vessel avoidance under representative survey
conditions will be required to characterize their effects on survey
estimates.


Here, we combined observations from echosounders on a free-
drifting buoy and two research vessels to confirm results of a sep-
arate vessel comparison (De Robertis et al., 2010) and to interpret
the nature of the behavioural response. Both methods reinforce
the conclusion of De Robertis et al. (2010) that walleye pollock
in the Shumagin Islands area responded differently to the OD
and the MF: the acoustic abundance of pollock estimated from
the noise-reduced OD was higher than that from the MF
because of decreased avoidance responses. The correspondence


Figure 7. Comparison of acoustic measurements from the vessels.
Boxplots of (a) the ratio of mean pollock sA observed by the OD and
the MF, (b) the difference in pollock mwd, and (c) the ratio
(OD/MF) of median backscattering cross section (sbs) for single
targets detected at depths ,125 m. Results are shown for both 18
and 120 kHz echosounders. The horizontal lines within the boxes
represent the median values, and the circle is the mean. The lower
and upper boundaries of the boxes demarcate the 25th and 75th
percentiles, and the whiskers the 10th and 90th percentiles of values
observed in individual transects. The means for sA,OD/sA,OD and
sbs,OD/sbs,MF were computed on loge-transformed ratios, then
back-transformed.
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of the buoy observations with the larger-scale vessel comparison
made over a wide range of densities of adult walleye pollock and
conditions suggests that the behaviours observed during the
buoy experiment probably occur over a wide area. However, the
buoy observations suggest that pollock reactions to the OD were
relatively weak. The complementary buoy and vessel-comparison
approaches indicate that differential reactions to a noise-reduced
and conventional vessel will impact acoustic estimates of pollock
abundance, underscoring the importance of understanding how
the introduction of a new survey vessel, particularly a noise-
reduced one, will impact a survey time-series.
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  A feasibility study was undertaken to characterize underwater radiated noise for a new class of noise-reduced fisheries
research vessels using a field-deployable hydrophone system. Recent studies have demonstrated that vessel-radiated noise
can impact the behavior of fish, and that periodic monitoring of survey-vessel radiated noise is desirable to characterize 
potential biases in fish abundance estimates. Vessel radiated noise is traditionally measured at naval ranges, but
lower-cost options are desirable. Beam aspect measurements of a noise-reduced vessel made at a U.S. Navy noise range
are compared to those made using an experimental mooring equipped with commercially available instrumentation.
Hydrophone depths and distance-to-the-vessel were comparable for the mooring and those used at the Southeast Alaska 
Acoustic Measurement Facility (SEAFAC). SEAFAC and mooring measurements were taken within a day of one another.
Data processing was consistent with the recent American national standard for measurement of underwater sound from
ships (ANSI/ASA S12.64-2009/Part1). The measurements from the experimental mooring were precise and comparable to
those made at SEAFAC, although they were noise limited at some frequencies. This suggests that reliable measurements 
suitable for monitoring the underwater radiated noise of vessels with low source levels can be made in the field.
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INTRODUCTION 
 


Recommendations for maximum underwater noise emission by research vessels have 
been made under the auspices of the International Council for the Exploration of the Sea 
(ICES).  The ICES recommendation for radiated noise [Mitson, 1995] includes high-
frequency noise limits to maximize the performance of acoustic instruments and low-
frequency limits designed to minimize avoidance by fish of the approaching vessel.  The 
rationale for the low-frequency limits (<1000 Hz) is that fish are capable of reacting to 
approaching research vessels at ranges on the order of 100-1000 m [e.g., Mitson, 1995; 
Olsen, 1990].  Vessel-radiated noise is considered to be the most likely stimulus 
triggering these reactions due to the low propagation loss of sound in water, and high 
noise emission of ships in the frequency range at which fish are most sensitive [Mitson, 
1995].  The low-frequency noise limit was set such that fish with sensitive hearing (e.g., 
Atlantic cod, herring and walleye pollock) would likely not react to the vessel at 
distances exceeding 20 m [Mitson, 1995].  This reasoning is based on the assumption 
that behavioral reactions will be initiated when fish are exposed to sound pressure levels 
30 dB above their hearing threshold.  
 The ICES recommendation for underwater-radiated noise has had a major 
influence on the design and construction of a new generation of fisheries research 
vessels. The National Oceanic and Atmospheric Administration (NOAA) has made a 
substantial investment in this technology and has built four fishery research vessels that 
meet the ICES recommendation (hereafter referred to as noise-reduced vessels). Such 
vessels produce substantially less underwater radiated noise than their predecessors [e.g. 
Mitson and Knudsen, 2003; De Robertis et al., 2008].  Comparison of noise-reduced and 
conventional research vessels has shown that in some [e.g. De Robertis et al., 2010; De 
Robertis and Wilson, 2010], but not all [e.g. Ona et al., 2007; De Robertis et al., 2008] 
cases, noise-reduced vessels produce lower fish-avoidance reactions than conventional 
research vessels.     
 Radiated noise has the potential to substantially impact fish abundance 
estimation by altering the behavior of fish as they are approached by the survey vessel.  
Experience with the NOAA ship Oscar Dyson has demonstrated that radiated noise 
levels changed substantially over a three year period [e.g. De Robertis et al., 2008].  For 
these reasons, it is important that the radiated noise signature of research vessels used 
for fish surveys is monitored over the life of the vessel, and deficiencies are corrected 
when identified.  NOAA has relied on measurements made at U.S. Navy noise ranges to 
quantify vessel radiated noise.  This approach produces very high-quality measurements 
that should be used when high certainty is essential, for example for fulfillment of 
contractual obligations.  However, range measurements can be costly, and they often 
involve long ship transits to a range site. The ability to make lower-accuracy, lower-cost 
measurements in the field may provide a useful complement to formal noise ranging.  
These lower-cost measurements may be a useful addition to a monitoring and 
maintenance program to make certain that the noise-reduced vessels conform to their 
design specifications.  The measurements can also be used to compare acoustic 
characteristics of noise-reduced vessels with those of other vessels used in fish surveys. 
 Here, we report on a first effort to evaluate the feasibility of characterizing the 
radiated noise level of a noise-reduced vessel using moored hydrophones. This is a 
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relatively challenging measurement to make as the source level 
of noise-reduced vessels is often � 20 dB lower than an 
equivalent conventional (i.e., non-noise reduced) vessel (De 
Robertis et al., 2008). The measurement and processing 
methodology used here is consistent with the recent standards 
for measurement of underwater sound from ships (the 
‘engineering method’ described in ANSI, 2009). A sub-surface 
mooring was instrumented with autonomous hydrophone 
loggers and deployed in an attempt to make measurements of 
radiated noise of NOAA Ship Oscar Dyson, a noise-reduced 64 
m stern trawler.  The subsurface mooring design was used to 
decouple the hydrophones from motions of the sea surface.  The 
mooring was designed with substantial floatation to minimize 
the degree of mooring tilt or horizontal excursions in the 
presence of currents (i.e., taut mooring design).  Hydrophone 
depths and distance to the vessel were comparable to those used 
at the U.S. Navy’s Southeast Alaska Acoustic Measurement 
Facility (SEAFAC), where Oscar Dyson was noise-ranged the 
following day.  This allowed results of the experimental 
mooring to be compared directly to the reliable results made at 
the SEAFAC site. The primary goal of the work was to 
investigate whether useful radiated noise measurements of 
noise-reduced vessels with low source levels could be made in 
the field by NOAA personnel using commercially available 
equipment.  The experimental mooring approach may 
ultimately provide a cost-effective method to monitor the acoustic 
performance of NOAA research vessels to complement higher-
quality formal noise ranging at an established facility such as 
SEAFAC. 
 


METHODS 
 
Equipment and calibrations 
A temporary mooring instrumented with 3 autonomous 
hydrophone recorders (Fig.1) was developed to match the 
measurement geometry used at the SEAFAC facility (i.e. 
equivalent bottom and hydrophone depths).  Commercially 
available autonomous Aural M-2 hydrophone recorders (Multi-
Électronique (MTE) Inc.) were used.  The hydrophones (HTI 
model 96-MIN) were mounted at the end of the pressure case 
near the mooring wire (Fig. 2). The recorders were synchronized 
with the ship's timeserver. 
 In order to make quantitative measurements, we 
calibrated both the receive sensitivity of the specific 
hydrophones used in the experiment, as well as the gains 
applied in the Aural M-2 dataloggers.  The receive sensitivity of 


Figure 1.  Mooring configuration used to 
measure radiated noise.  


Figure 2.  Aural M-2 autonomous hydrophone 
package during deployment showing mounting 
arrangement of instrument and position of 
hydrophone. 
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the specific hydrophones used was measured at 
1/3 octave band intervals between 10-20000 Hz 
at the Naval Undersea Warfare Center’s 
Underwater Sound Reference Division (USRD, 
2010).  The hydrophone calibrations revealed that 
the receive sensitivity of the hydrophones used in 
this experiment was close to the nominal value of 
-164 dB re 1V/μPa, particularly at frequencies of 
< 500 Hz where a flat frequency response was 
observed (Fig. 3).  In addition, the amplification 
gain applied by the data acquisition system 
(nominally 16 dB) was measured as suggested by 


the manufacturer in 1/3 octave band steps by 
introducing a known signal into the amplifier 
input terminals and measuring the gain applied at 
the amplifier output.  
 
Experimental hydrophone mooring deployment 
The mooring was deployed on 25 October 2009 in 
Behm canal, Alaska (55 49.4425 N, 131 44.0313 W), 
one day prior to vessel tests at the SEAFAC range, 
which is ca. 27 km to the south.  Water depth at the 
deployment site was 363 m. A SBE-19 CTD was used 
to characterize the sound-speed profile at the mooring 
site (Fig. 4).  The mooring was deployed as the vessel 
maintained a northerly course.  The NOAA ship Oscar 
Dyson then made a total of 12 passes by the mooring, 8 
with a closest point of approach (CPA) of 128 m, 
followed by two passes at distances of 225 m, and two 
passes at 90 m.  Vessel condition was kept constant 
during the runs. Generators 2 and 4 and both 
propulsion motors were used, and a constant shaft 
RPM of 93, which corresponds to a nominal vessel 
speed of 10.5-11 knots, was maintained. Runs 
alternated between north and south headings, which 
correspond to starboard and port views of the vessel 
from the mooring. Wind speeds during vessel runs ranged 
from ca. 10-25 knots, with seas of 1-2 feet (Fig. 2).  Wind 
speeds had been higher earlier in the day, with gusts of up 
to 40 knots. The results are broadly similar for the different vessel CPA ranges, but only 
the 128 m passes are presented as they provide the most direct comparison to the 
measurements at SEAFAC.  
  
SEAFAC noise range measurements 
The underway radiated noise of Oscar Dyson was measured at SEAFAC on 26 October 
2009, the day after making the experimental mooring measurements.  This facility uses 


Figure 3.  Receive sensitivity of the hydrophones as measured at 
the US Navy Underwater Sound Reference Division facilities. 
Measurements at < 1 kHz were performed in the low-frequency 
facility and 1-20 kHz measurements were made in the acoustic 
open tank facility. 


Figure 4. Depth profile of temperature, sound 
speed, and salinity at the mooring deployment 
site. 
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state-of-the art techniques to make high quality underwater radiated noise measurements 
using a permanently installed and carefully calibrated hydrophone data acquisition 
system. These range results are fully reported elsewhere (Harmia, 2010). Two runs were 
conducted using the same vessel condition (generators 2 and 4, 93 shaft rpm, ca. 11 
knots) and CPA distance of 128 m as with the experimental mooring.  Measurements 
were made simultaneously on the port and beam aspect, using two hydrophone arrays 
each with hydrophones at depths of 61.0, 91.5 and 121.9 meters.  Weather conditions 
were substantially calmer than the previous day when the measurements with the 
experimental mooring were made. One-third-octave band levels for each hydrophone 
and vessel passage were provided by staff at the Naval Surface Warfare Center, 
Carderock Division. These measurements were compared to the measurements made by 
the experimental mooring. 
 
Processing methods 
The Aural M-2 writes hydrophone data as 16 bit waveform audio file format files.  The 
manufacturer has set the output of the analog to digital converter such that an output of 0 
corresponds to –2 V and the 65535 corresponds to +2 V (Jacques St-Pierre, Multi-
electronique, personal communication).  The voltage time series was passed into a one-
third-octave filter bank implemented in MATLAB to compute one third-octave-band 
sound pressure levels in one second intervals.   The raw third-octave-band levels were 
corrected for hydrophone sensitivity and gain applied during analog to digital 
conversion as follows: 
 
SPLi=SPLraw, i –gaini –sensitivityi 
 
where SPLrawi is the sound pressure level measured at 1/3 octave band i from the filter 
bank, gaini is the measured gain applied in the instrument at that 1/3 octave band 
(nominally16 dB), and sensitivityi is the measured  receive sensitivity of the HTI-96 min 
hydrophone at the 1/3 octave band i in units of dB re 1V/Pa as measured in the 
hydrophone calibrations. 
 As there is some uncertainty in the exact location of the hydrophones during 
vessel passage, the time at which peak hydrophone levels were observed was used to 
estimate CPA.  The time of CPA was estimated by locating the point in time when the 
peak level in the 86-512 Hz band was observed.  Given that the ship passed the mooring 
on a northerly or southerly heading, the latitude of the mooring was assumed to be at the 
ship's latitude at CPA, and the longitude of the mooring was taken as the longitude at the 
time of deployment.  Because the mooring can swing relative to the anchor, the mooring 
latitude was allowed to vary over time.  No correction could be made for the mooring 
longitude.  The use of a nominal longitude is unlikely to have introduced a large error 
due to uncertainty in the time of mooring deployment as the vessel was moving along 
constant longitude (i.e., a northerly course during deployment) as the mooring was 
deployed. 
For the purposes of range correction of hydrophone data, the distance between the 
mooring location and the ship position at CPA was converted into slant range to each 
hydrophone for each 1-second time interval t as follows: 
 
Rt = (distt


2+depth2)0.5          (1) 
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Where dist is the range from the mooring position to the ship's position at time t, and 
depth is the mean depth of each hydrophone as measured by an onboard pressure sensor 
(top = 62.2 m, middle = 93.5 m, and bottom = 125.0 m). The third-octave-band levels 
were range corrected assuming spherical spreading and negligible absorption.  
 
SPLrc,t = SPLt+20log10(Rt)        (2) 
 
For each vessel pass, a ± 6 second window around time of CPA was averaged and range 
corrected.  This window corresponds to a view of ±15 degrees from broadside (i.e. beam 
aspect), which corresponds to the averaging interval used at SEAFAC. The range-
corrected third-octave-band levels from each hydrophone were power averaged over the 
period of interest for each pass as follows: 
 


t+6 ( )/10rc,t
rc.i t-610


1 SPL= 10 *
nlogSPL 10� �


� �
� �


�        (3) 


 
The results of multiple hydrophones, and multiple vessel passes were combined by 
arithmetically averaging 1/3 octave band sound pressure levels following SEAFAC and 
the recommendations for measurement of noise from ships (ANSI, 2009).  
 To characterize the background noise level, the time was identified when the 
ship was at the farthest distance from the mooring.  This distance exceeded 1600 m in all 
cases.  The background noise level was characterized by estimating a ± 6 second 
window around each of these periods (n = 12).  The 1/3 octave band background noise 
level during each measurement period was estimated by power averaging (i.e. as per 
equation 3) noise levels within a band within the ± 6 second window and arithmetically 
averaging within a band across the measurement periods.   The signal-to-noise ratio 
(SNR) for each third-octave band sample for each vessel passage at each hydrophone 
was estimated as:  
 
SNR,i=SPLpass,i-SPLnoise,i,        (4) 


 
Where SPLpass refers to the power averaged sound pressure level for vessel approach i 
and SPLnoise,i  corresponds to the background sound pressure levels for that hydrophone 
during all vessel passes.  Background noise adjustments were made following ANSI 
(2009) where 1) cases with < 3 dB of SNR were discarded, 2) where SNR was between 
3 and 10 dB, background levels were subtracted from SPL pass as specified by ANSI 
(2009): 
 


, .
_ ,


/10 /1010 log 10 1010
pass i noise i


pass corr i
SPL SPLSPL


� � � �� � � �
� � � �


� �	 
 �� �
� �


    (5) 


 
and 3) cases with >10 dB SNR were not corrected.   
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RESULTS 
 
The approach of the vessel was associated with an increase in sound pressure level at the 
hydrophones.  This was clearly audible when the files were played back as audio files. 
Events on the hydrophones were well synchronized. In the lowest frequency bands, there 
was substantial flow noise, and the vessel passages were no different from the 
background measurements (Fig. 5), denoting a low signal-to-noise ratio (Fig. 6).   


 
 
 
 


Figure 5.  Measurements of background noise levels and levels at the Oscar Dyson’s closest point of approach 
(CPA) at the A) 60 m, B) 90 m, and C) 120 m hydrophones. 
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The highest frequency bands were increasingly influenced by noise (Fig. 6).   
As evidenced by the elevated and stable signal-to-noise levels, the 40-1000 Hz bands for 
the top and bottom hydrophones were consistently above the mean noise level, and this  
frequency range was used in subsequent analyses (Figs. 5,6).  For the bottom 
hydrophone, the 63-1000 Hz bands were used, as the 40 and 50 Hz bands were variable 
and exhibited a lower signal-to-noise ratio (Figs. 5,6).  This is a substantially restricted 
range compared to the 10 Hz to 50,000 Hz measurement range at SEAFAC. 


 
  


Figure 6.  Boxplots of estimated signal-to-noise level (SNR) at vessel CPA for the A) 60 m, B) 90 m, and C) 
120 m hydrophones.  On each box, the central mark is the median, the edges of the box are the 25th and 75th 
percentiles, the whiskers extend to the most extreme data points. 
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Results for the individual hydrophones (Fig. 7) indicate that 1/3 octave band levels 
exhibited relatively high precision, with most individual measurements within 1-2 dB of 
the mean value.   
 


 
 
 
 


When average source levels based on the three hydrophones were computed 
(Fig. 8A), the difference between the SEAFAC measurements and the recordings from 
the experimental mooring was < 2 dB (Fig 8B).  Precision of repeat passes was 
comparable for SEAFAC and the mooring, with standard deviation of < 1.5 dB in both 
cases (Fig. 8C). In a few cases (e.g., 60, 800 Hz), the mooring measurements exhibited 


Figure. 7.  One-third octave band source levels for Oscar Dyson from the A) 60 m, B) 90 m, and C) 120 m 
hydrophones at the SEAFAC noise range and obtained with the experimental mooring.  Small symbols 
show measurements for a single run, and the open squares show the mean value. 
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 Figure 8. Comparison of third-octave band source levels of Oscar Dyson measured with the mooring and at the Naval 
noise range. A) One-third octave band levels from the SEAFAC noise range and the experimental mooring averaged 
over all hydrophones. The small symbols show measurements for a single run, and the open squares show the mean 
over all runs.  The ICES standard for research vessel radiated noise is given in red.  B)  Mean difference in dB between 
the two measurements.  C)  Standard deviation of measurements in dB for the experimental mooring and the Navy 
noise range. 
 
 


lower precision: on closer examination, it became clear that this was primarily due to the 
variability introduced by the background noise correction (i.e .SNR was measured  
with error, which introduced variability in the results).  Without background noise 
correction, the results were similar, with higher repeat precision in some cases, but 
higher estimates from the mooring due to low SNR at frequencies > ~ca. 400 Hz. 
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DISCUSSION 


 
 The results from the experimental mooring exhibited high precision and relatively good 
agreement with the high-quality 1/3 octave band measurements made at the SEAFAC 
site.  If one uses the SEAFAC measurements as a standard, the results compare 
favorably with the requirements of measurement uncertainty of ± 3 dB and repeatability 
of ± 2 dB specified for the engineering method in the recent ANSI standard for noise 
measurement of ships [ANSI, 2009]. The observations presented here likely represent an 
upper end to the discrepancies between methods as the measurements were made on 
sequential days under different weather conditions, and the source level of the vessel 
may have differed somewhat during the measurements. One might draw similar 
conclusions from both methods; for example, the measurements from the mooring and 
SEAFAC both indicate that Oscar Dyson complied with the ICES recommendation 
[Mitson, 1995] for research vessel radiated noise at 40-1000 Hz (Fig. 8).  Much of this 
agreement is likely due to our efforts to replicate, to the extent possible, the 
measurement geometry and data collection and analysis procedures used at SEAFAC.  
 Underwater vessel radiated noise measurements were successfully collected over 
a restricted frequency range, with the useable frequency range limited by background 
noise from the environment as well as the mooring.   The high-frequency range was 
limited at ca. 1000 Hz, likely by noise produced by fairly high wind speeds.  The low-
frequency noise was likely limited primarily by fluid flow directly exciting the 
hydrophone elements.   We are currently evaluating several designs of flow shields with 
which to mitigate this flow noise to allow lower-frequency measurements to be made.  
Measurements in this frequency range are critical to the goals of this work.   In terms of 
minimizing fish reactions to the vessels, the low-frequency bands are of greatest 
importance as fish are highly reactive to low-frequency noise [Sand et al., 2008], and the 
highest underwater noise levels produced by the vessels are often at low frequencies (< 
20 Hz for Oscar Dyson) related to the shaft or blade rotation rate [e.g., Urick, 1983, 
Harmia, 2010]. Extending the experimental mooring measurements to lower frequencies 
is the key outstanding challenge for further work.   


Methods to reduce the low-frequency noise such as adding flow shields to 
protect the hydrophones from fluid flow, and possibly adding fairing to the mooring 
cable to reduce strumming are needed to improve signal-to-noise ratios at low frequency 
in future measurements. High frequencies (> 1000 Hz) are less of a concern, as these 
frequencies are outside of the hearing range of almost all fish [Mitson et al, 1995].  
Underwater radiated noise at these higher frequencies will primarily affect the 
performance of acoustic instruments aboard the vessel, which can easily be monitored 
by examining instrument self-noise directly [e.g., De Robertis and Higginbottom, 2007] 
rather than measuring vessel radiated noise.  Overall, this deployment was not conducted 
under optimal weather conditions, and future deployments should be conducted under 
calm conditions, with runs past the mooring to coincide with periods of slack tides. In 
addition, signal-to-noise ratios can be improved slightly by reducing the range between 
the ship and the hydrophone, and operating the vessel at higher speeds or with more 
generators which will increase the source level.  
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 Another source of uncertainty that may have affected our results is uncertainty in 
the location of the hydrophones and vessel at CPA.  An uncertainty of 50 m in the 
location between the two will result in an error of about 2.5 dB.  We attempted to 
minimize this error by using the time at which the signal was greatest to localize the 
mooring in one dimension (i.e., the north/south axis) during each pass.  This uncertainty 
can be reduced in the future by passing the mooring in the east/west direction to estimate 
the longitude where the signal is highest, as well as imaging the location of the mooring 
with a multi-beam sonar installed on the vessel.  Equipping the mooring and vessel with 
a transponder system to measure time-of-flight of an acoustic signal could also be used 
to estimate the position of the mooring. 
 This initial attempt at measurement of the source level of a noise-reduced vessel 
produced encouraging results, which suggests that it may be possible to generate 
informative measurements of the source level of NOAA ships using off-the-shelf 
equipment in a convenient and cost-effective manner. Although substantial uncertainties 
remain, as discussed above, there are several strategies to improve the measurements.  
The representativeness of these initial experimental mooring results should be confirmed 
by repeating the experiment in conjunction with U.S. Navy noise range tests.  Efforts 
must be made to increase the signal-to-noise ratio of the measurements, particularly at 
low frequencies, which are dominated by flow noise.  Extending the measurements to 
below ca. 50 Hz is of primary interest as noise emission at these frequencies is relevant 
to fish avoidance of survey vessels.  


The types of measurements that are possible from a simple hydrophone system 
will not replace high-quality results from Navy noise ranges, but may ultimately provide 
a lower-fidelity and less costly way to check noise signatures in the field.  For example, 
it is likely that the approach attempted here could be used to monitor vessels to identify 
a large increase in radiated noise.  Additionally, the mooring approach may be useful in 
obtaining noise signatures of chartered vessels or those employed opportunistically to 
survey fish stocks, and where funds for more rigorous noise range tests are not available.  
Measurements of conventional (i.e., not noise-reduced) ships will be much easier to 
accomplish due to the much higher source levels of these vessels. If substantiated by 
further work, this technique may serve as a useful, lower-cost complement to the more 
comprehensive measurements made at formal noise ranges that are currently used to 
monitor the source levels of NOAA noise-reduced vessels.   


 
 
 
 
 


A. De Robertis and C. Wilson


Proceedings of Meetings on Acoustics, Vol. 12, 070003 (2011)                                                                                                                                    Page 12







  
ACKNOWLEDGEMENTS 


 
Scott Furnish of the MACE Program provided critical assistance during all aspects of 
the work.  We are indebted to the Phyllis Stabeno and Hedrick “Rick” Miller of 
NOAA’s Pacific Marine Environmental Laboratory for mooring design deployment 
advice, and equipment loans.  Peter Dahl is providing ongoing help to improve these 
measurements. Staff at the naval Surface Warfare Center, Carderock Division provided 
data from SEAFAC as well as advice regarding measurement geometry and data 
processing and they identified a suitable mooring location. David Demer provided 2 of 3 
Aural M2 recorders used in this project.  The officers and crew of the Oscar Dyson are 
thanked for their efforts during the mooring fieldwork.  Financial support from the 
Office of Science and Technology made this work possible.  The findings and 
conclusions in this paper are those of the authors and do not necessarily represent the 
views of the National Marine Fisheries Service.  Reference to trade names does not 
imply endorsement by the National Marine Fisheries Service, NOAA. 


A. De Robertis and C. Wilson


Proceedings of Meetings on Acoustics, Vol. 12, 070003 (2011)                                                                                                                                    Page 13







  
 


REFERENCES 
 
ANSI (2009) American National Standard. “Quantities and Procedures for Description 


and Measurement of Underwater Sound from Ships – Part 1: General Requirements.” 
ANSI/ASA S12.64-2009/Part 1. 34pp. 


 
De Robertis, A. and Higginbottom, I. (2007). “A post-processing technique to estimate 


the signal-to-noise ratio and remove echosounder background noise” ICES Journal 
of Marine Science, 64: 1282-1291. 


  
De Robertis, A., Hjellvik, V., Williamson, N. J. and Wilson, C. D. (2008). “Silent ships 


do not always encounter more fish: comparison of acoustic backscatter recorded by a 
noise-reduced and a conventional research vessel.” ICES Journal of Marine Science, 
65: 623-635. 


 
De Robertis, A., Wilson, C. D., Williamson, N. J., Guttormsen, M. A. and Stienessen, S. 


(2010). “Silent ships sometimes do encounter more fish.  Part I: Vessel comparisons 
during winter pollock surveys.” ICES Journal of Marine Science 67: 985-995.   


 
De Robertis, A., Wilson, C. D. (2011). “Silent ships sometimes do encounter more fish: 


Part II: Concurrent echosounder observations from a free-drifting buoy and vessels.” 
ICES Journal of Marine Science. ICES Journal of Marine Science 67: 996-1003.   


 
Gonzalez, A., Kollars, B., Harris, B. and Kipple, B. (1999). “Miller Freeman (R/V 233) 


Post conversion / diagnostic acoustic trial results.” Naval Surface Warfare Center, 
Carderock Division NSWCCD - 71 - TR 1999/187 164 pp. 


 
Harmia C. H. (2010). “NOAA Ship Oscar Dyson (R 224) Acoustic Trial (ACTRL 10/09). 


Signatures Department Evaluation Report” Naval Surface Warfare Center, Carderock 
Division NSWCCD-71-TR 2010/573 29 pp. 


 
Mitson, R. B. E. (1995). “Underwater noise of research vessels:  review and 


recommendations.” ICES Coop. Res. Rep.209: 61 pp. 
 
Mitson, R. B. and Knudsen, H. P.  (2003). “Causes and effects of underwater noise on 


fish abundance estimation.” Aquatic Living Resources, 16: 255-263. 
 
Olsen, K. (1990). “Fish behavior and acoustic sampling.” Raupp. P-v. Reun. Cons. int. 


Explor. Mer, 189: 147-158. 
 
Ona, E., Godø, O. R., Handegard, N. O., Hjellvik, V., Patel, R. and Pedersen, G. (2007). 


“Silent research vessels are not quiet.” Journal of the Acoustical Society of America 
121: 145-150. 


 


A. De Robertis and C. Wilson


Proceedings of Meetings on Acoustics, Vol. 12, 070003 (2011)                                                                                                                                    Page 14







Sand, O., Karlsen, H. E. and Knudsen, F. R. (2008). “Comment on "Silent research 
vessels are not quiet". J. Acoust. Soc. Am., 123: 1831-1833. 


 
Urick RJ (1983) Principles of Underwater Sound. 3rd Edition. “Principles of Underwater 


Sound” (McGraw-Hill, New York), p 424 pp. 
 
USRD (2010) “Measurements on NOAA HTI-96 MIN hydrophones serials 382073, 


382083, 382107, 382178, 382179 and 382187.” Naval Undersea Warfare Center 
Underwater Sound Reference Division Calibration Memorandum No. 3872. 39 pp. 


 
 
 
 


A. De Robertis and C. Wilson


Proceedings of Meetings on Acoustics, Vol. 12, 070003 (2011)                                                                                                                                    Page 15





		Cover Page

		Article






ICES Journal of Marine Science, 63: 514e522 (2006)
doi:10.1016/j.icesjms.2005.08.014

Walleye pollock respond to trawling vessels


Alex De Robertis and Christopher D. Wilson
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The potential for fish to avoid survey vessels is a major source of uncertainty in stock-
assessment surveys. Although walleye pollock (Theragra chalcogramma) are the subject
of a substantial commercial fishery in the North Pacific, their behavioural responses to
approaching survey vessels remain poorly understood. As a first step in an effort to determine
if walleye pollock avoid survey vessels engaged in trawling operations, we made pairwise
comparisons of acoustic backscatter recorded by survey vessels while free-running and
while trawling. Results are presented of acoustic backscatter recorded from NOAA’s RV
‘‘Miller Freeman’’, which used a midwater trawl during the 1996e2002 eastern Bering
Sea surveys, and a chartered commercial fishing vessel, which used a bottom trawl during
a survey in 2003 in the Gulf of Alaska. In both cases, average backscatter from a vessel-
mounted echosounder was significantly higher when free-running than when trawling.
These decreases in backscatter are consistent with increased vessel avoidance while trawl-
ing. There were no differences in the vertical distribution of backscatter when free-running
and trawling, indicating that pollock do not exhibit elevated diving responses when
approached by a trawling vessel rather than by a free-running vessel. Although the study
indicates that pollock respond to trawling vessels, the nature of the behavioural response
cannot be determined with the methods used in this study. Future work should evaluate
potential stimuli produced by trawlers to which pollock may react, and should document
changes in behaviour that may occur in their presence.
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Introduction


Fish are capable of perceiving and responding to underwa-


ter sounds generated by vessels. Fish hearing is generally


most sensitive to low frequency sound in the range


10e500 Hz range, which coincides with the frequency


range at which the underwater sound radiated from ships


is most intense (Mitson, 1995; Popper, 2003). Field studies


(e.g. Mitson, 1995; Misund, 1997; Vabø et al., 2002; Mit-


son and Knudsen, 2003) have demonstrated that fish can re-


spond to approaching vessels, generally by diving towards


the bottom or by moving horizontally out of the vessel’s


path. Avoidance responses are often highly variable, with


stereotyped avoidance in some situations, and no evidence


of avoidance by the same species in others (CDW, unpub-


lished data; Misund, 1997). Mounting concern about the in-


fluence of vessel avoidance during surveys has led to the


construction of noise-reduced research vessels designed to


minimize avoidance by the species being surveyed (Mitson

1054-3139/$32.00 Published

and Knudsen, 2003). Initial reports indicate that fish and


krill do not avoid noise-reduced vessels (Fernandes et al.,


2000; Brierley et al., 2003), although scientists from IMR


(Norway) have recently reported that near-surface aggrega-


tions of herring can respond to a noise-reduced vessel


(ICES, 2005).


Most studies on avoidance of survey vessels have fo-


cused on measuring responses to free-running (i.e. non-


trawling) vessels. However, trawling vessels generally


produce higher radiated noise than when free-running at


the same machinery settings, so they may elicit a strong


avoidance response from fish. Although published measure-


ments of the radiated noise of operating vessels engaged in


trawling are scarce, increases in radiated noise of 5e15 dB


when trawling have been reported (reviewed in Mitson,


1995). Often this is the result of increased propeller and en-


gine noise, but there is also potential for increased noise


from hydraulic machinery and vibration of the trawl warps


and gear. Trawling is an integral part of many fisheries

by Elsevier Ltd on behalf of International Council for the Exploration of the Sea.
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surveys (Gunderson, 1993), so given the potential for in-


creased radiated noise while trawling, it is likely that vessel


avoidance may be increased during trawling.


Fish have been documented to respond to a trawling ves-


sel well before they come into contact with the trawl gear.


Ona and Godø (1990) used a stationary echosounder to


measure reactions to an oncoming trawling vessel and com-


pared acoustic records made during bottom trawling with


adjacent records made while the vessel was free-running.


They found that fish performed a diving response and


avoided the trawler well before encountering the trawl in


water depths of up to 200 m. Target tracking of individual


fish using a buoy-mounted echosounder has led to similar


conclusions: fish assemblages dominated by Atlantic cod


(Gadus morhua) respond to an approaching trawling vessel


at distances of w400 m by diving towards the bottom


(Handegard et al., 2003). The same authors also reported


a second phase of avoidance behaviour: shortly after the


vessel passed over the fish, an increase in horizontal swim-


ming was observed coincident with the passage of the


warps. This was interpreted as a two-part avoidance


response to the trawler: an initial diving response to the


vessel’s radiated noise prior to the vessel’s arrival, followed


by horizontal herding attributable to visual reaction to the


trawl warps and gear.


Vessel avoidance will alter the availability of fish to dif-


ferent techniques such as acoustic or trawl surveys. Fish


that swim out of the way of an approaching vessel will


not be detected by an echosounder, and fish may swim


away from an oncoming trawler before they interact with


the trawl gear itself. Changes in vertical distribution result-


ing from vessel avoidance can markedly alter the probabil-


ity of detection by echosounders, as well as availability to


the trawl gear (Ona and Mitson, 1996; Aglen et al.,


1999). Changes in tilt angle of fish responding to a trawling


vessel will result in substantial changes in target strength,


which bias acoustic-survey results if unaccounted for (Bar-


ange and Hampton, 1994; Misund, 1997). If responses


to approaching vessels are age- and size-dependent, this


will, in turn, bias estimates of size and age composition


of a population. Similarly, when responses are species-spe-


cific, the relative species composition of assemblages sam-


pled with the same gear will be biased.


In this study, we analyse echosounder records to investi-


gate if walleye pollock, Theragra chalcogramma, respond


to trawling survey vessels. The species is a dominant


groundfish in the subarctic Pacific Ocean and is the target


of one of the world’s largest fisheries, with 1998e2002 land-


ings accounting for 3.8e6.2% of the annual global catch of


marine fish (Bailey et al., 1999; FAO, 2004). Acoustic and


bottom-trawl surveys in conjunction with information from


the fishery are used to assess the stock. It is currently un-


known whether pollock respond to vessels engaged in trawl-


ing. As described above, if they do respond to trawling


survey vessels, there is potential to influence stock-assess-


ment survey results. As a first step in an effort to determine

whether walleye pollock avoid survey vessels engaged in


trawling, we made pairwise comparisons of acoustic back-


scatter recorded by survey vessels while free-running and


while trawling.


Methods


To assess the potential for walleye pollock to avoid trawl-


ing vessels acoustic backscatter recorded when a vessel was


free-running and when it was engaged in trawling, were


compared. Our approach is modelled after the method of


Ona and Godø (1990), who examined echo integration


data recorded while bottom trawling and compared them


with records made while the same vessel was free-running.


The fundamental assumption underlying this method is that


if there is no increase in avoidance when trawling, the back-


scatter observed when free-running in the vicinity of a trawl


station will be statistically indistinguishable from that re-


corded while trawling. In the present study, we made com-


parisons for two vessels representative of the vessels used


by the US National Marine Fisheries Service (NMFS) to


survey pollock in the North Pacific: a research vessel tow-


ing a pelagic trawl, and a chartered commercial vessel tow-


ing a bottom trawl. Paired comparisons of acoustic


backscatter recorded by vessel-mounted echosounders


were made when the vessels were free-running and trawling


in the same area. All analyses of acoustic data were con-


ducted using Echoview 3.10 software.


The first data set to be analysed was collected on NOAA’s


RV ‘‘Miller Freeman’’. This 66-m stern trawler is equipped


with a 1800-hp main engine and is used extensively for


acoustic surveys of walleye pollock in the North Pacific.


Its radiated-noise signature substantially exceeds the ICES


radiated-noise guidelines for noise-reduced research ves-


sels. Towing a trawl increases underwater radiated noise,


compared with the same mechanical conditions when free-


running (Figure 1). Measured noise levels when free-


running at 11.2 knots, a typical acoustic-survey speed, and


trawling at 3.3 knots are similar. Although the avoidance re-


actions and hearing capability of pollock remain poorly


understood, calculations based on the method of Mitson


(1995) and assuming that pollock have similar hearing capa-


bilities to Atlantic cod, which are in the same family, sug-


gest that they could react to the vessel at ranges of


w200 m when trawling and free-running. Note that radiated


noise while trawling was only measured in calm weather at


engine and propeller-pitch settings that minimize the noise


levels recorded on vessel-mounted hydrophones, which is


not the case during routine trawling. For vessels such as


the ‘‘Miller Freeman’’, which have a controllable-pitch pro-


peller, radiated noise can change dramatically with small


propeller-pitch adjustments (Mitson and Knudsen, 2003),


and the radiated-noise levels under field conditions can


vary substantially. Therefore, it is likely that when the vessel


is trawling under typical conditions, radiated noise is elevat-


ed in at least some of the low frequency bands in which fish
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Figure 1. The underwater, radiated-noise signature of the RV


‘‘Miller Freeman’’ while free-running at its survey speed of


11.2 knots, while towing a pelagic trawl at 3.3 knots, and while op-


erating under the same machinery conditions as when trawling, but


not towing a net. The trawling condition represents the quietest ma-


chinery settings determined using onboard hydrophones, and may


underestimate noise during typical trawling conditions. The ICES


recommendation for research-vessel radiated noise (Mitson, 1995)


is given for reference. Noise measurements were conducted at an


US Navy acoustic range in Behm Canal, Alaska. Measurements


have been converted from 1/3 octave band to 1-Hz band measure-


ments under the assumption that the power distribution was uni-


form within each band. It is possible that tones within a band


will exceed that shown.

hearing is most sensitive compared with when free-running


at acoustic-survey speeds.


Acoustic records collected during trawl sampling on five


eastern Bering Sea pollock acoustic surveys conducted by


the Alaska Fisheries Science Centre from 1996 to 2002


(e.g. Honkalehto et al., 2002) were compared with acoustic


records collected prior to trawling in the same general area.


Acoustic data were collected from 0.5 m off bottom to 14 m


from the surface with a calibrated 38 kHz SIMRAD EK500


echosounder. The primary trawl used to sample pollock was


an Aleutian wing pelagic trawl (AWT) with a headrope of


81.7 m. We selected cases for further analysis where AWT


catches were >90% pollock by weight, and when the ship


passed within 1 km of the centre of the towing path within


2 h prior to trawling. Acoustic backscatter recorded during


the trawls was compared with a segment of acoustic track-


line collected while the vessel was free-running. The free-


running segment was selected such that it was of equal


length to the distance fished by the trawl (X� s.d.,


1.7� 1.2 km) and closest in space to the trawl path within


a 2-h window prior to the trawl haul. Cases in which mean


bottom depth differed by >1 m between the trawling and


free-running segments were excluded from the analysis.


Over the five surveys, 180 trawl stations broadly distributed


in the eastern Bering Sea met these criteria and were

180°0'0''W 170°0'0''W 160°0'0''W 150°0'0''W 140°0'0''W


170°0'0''W 160°0'0''W 150°0'0''W 140°0'0''W


50°0'0''N


60°0'0''N


50°0'0''N


60°0'0''N


130°0'0''W


Figure 2. The locations at which comparisons of acoustic backscatter while free-running and trawling were made. Triangles indicate


1996e2002 RV ‘‘Miller Freeman’’ trawl locations in the eastern Bering Sea, and circles indicate stations occupied by FV ‘‘Sea Storm’’


in the Gulf of Alaska in 2003. The 200-m isobath is indicated by the thin black line.
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included in the analysis (Figure 2). Most (156) were made


in daylight. Preliminary analysis indicated that the results


of statistical tests were similar if the 24 night-time trawls


were excluded, and further analysis was based on pooled


day and night records. Bottom depths at trawl stations aver-


aged 116 m and ranged between 68.5 and 167.8 m. Vessel


speed averaged (�s.d.) 3.4� 0.7 knots while trawling, and


11.8� 0.9 knots while free-running. Sea conditions were


generally good. Wind speeds, which are indicative of sea


conditions, are available for tows conducted in 2000 and


2002, and averaged (�s.d.) 12.3� 6.0 knots, with 5% of


the trawls conducted in winds >20 knots. Pollock were pri-


marily sub-adults and adults, mean length in the trawl catch


averaging (�s.d.) 36.7� 8.2 cm. We assigned the echosign


to different categories on the basis of echosign appearance


and the catch of the targeted trawl: walleye pollock, which


were mostly near the bottom, and a near-surface fish/plank-


ton mix. A third category, water-column backscatter, was


used to describe backscatter attributed to walleye pollock


and the fish/plankton mix combined.


We conducted a similar analysis on acoustic data collected


on the commercial fishing vessel ‘‘Sea Storm’’ during


the NMFS 2003 Gulf of Alaska bottom-trawl survey. The


vessel is a 38-m stern trawler powered by a 1710-hp


main engine and with a controllable-pitch propeller, and


is typical of vessels chartered to conduct bottom-trawl


surveys in Alaska. As with most commercial vessels, the


underwater radiated-noise signature of this vessel is un-


known. During this survey, the vessel used a four-panel


Poly-Nor’Eastern bottom trawl with a headrope of 27.2 m.


Trawls were conducted at pre-determined stations based on


a stratified-random survey design (Britt and Martin, 2001).


The vessel was equipped with a SIMRAD ES60 38 kHz


echosounder, which was used to collect acoustic backscat-


ter from 0.5 m off bottom to 14 m from the surface at the


maximum ping rate. The echosounder was not calibrated,


so nominal settings supplied by the manufacturer were


used in data processing.


The acoustic data from the ‘‘Sea Storm’’ were used in


a relative sense for comparisons of backscatter while the


vessel was trawling and free-running in the same area. Sec-


tions of trackline for comparison were determined in the


same manner as described earlier. As in the ‘‘Miller Free-


man’’ analyses, the free-running trackline selected for com-


parison was of the same length as the distance trawled


(X� s.d., 1.5� 0.6 km), and was constrained to be within


2 h and 1 km of the trawl location. Because the bottom


trawl is less effective at capturing semi-pelagic pollock,


and bottom depth in this area is more variable, we included


trawls where pollock were captured, and made trawl and


free-running comparisons in which mean bottom depth var-


ied by <10% of bottom depth. Given these criteria, 74 trawl


stations broadly distributed over the Gulf of Alaska were


included in the analysis (Figure 2). All trawl hauls were


conducted during daylight, and bottom depths averaged


154.9 m (range 39.5e404.2 m), with 92% of hauls

shallower than 250 m. Estimated wind speeds for trawls in-


cluded in the study averaged (�s.d.) 12.2� 7.8 knots, with


9% of trawls conducted in winds >20 knots. Vessel speed


averaged (�s.d.) 3.0� 0.1 knots while trawling and


8.1� 1.7 knots while free-running. Pollock were primarily


sub-adults and adults, with mean length in the catch averag-


ing (�s.d.) 38.3� 12.3 cm. Because of reduced certainty in


the identity of acoustic scattering on this vessel compared


with the ‘‘Miller Freeman’’ data, backscatter was divided


into a demersal category <25 m off bottom, and a pelagic


category >25 m off bottom, rather than species-specific


backscatter. The demersal-backscatter category is more


likely to represent pollock echosign than the pelagic echo-


sign: in a concurrent 2003 echo integration trawl survey of


the Gulf of Alaska shelf (w160(W to 147(W), pollock


were estimated to account for 44% of acoustic backscatter


within 25 m of the bottom, and 14% of backscatter from


25 m off bottom to the surface (M. Guttormsen, NOAA,


AFSC, pers. comm.). An additional backscatter category,


combined water-column backscatter, was used to describe


all backscatter, and is equivalent to the demersal layer


added to the pelagic layer.


The ES60 echosounder used on the ‘‘Sea Storm’’ is


known to have a periodic systematic error that in the worst


case scenario can result in 1 dB (23%) difference in acous-


tic measurements made on single pings, although the errors


in echo-integration measurements will be substantially less


as increasing numbers of pings are averaged (T. Ryan and


R. Kloser, CSIRO, pers. comm.). In the context of this


study, this error adds random variability to the measure-


ments made while free-running and trawling. We con-


ducted a numerical simulation to evaluate the effect of


this error on our study, and found that given the number


of pings averaged, the systematic error would introduce


average uncertainty of 0.2 and 2.2% into the acoustic meas-


urements made while the ‘‘Sea Storm’’ was trawling and


free-running, respectively. Given such a relatively small


effect, no correction for this error was made.


Paired comparisons between backscatter observed while


free-running and trawling were conducted in the same man-


ner for both data sets. To facilitate comparison of trawl sta-


tions spanning a wide range of fish density, the nautical


area scattering coefficient (sA), which is a standard measure


of integrated acoustic backscatter (see MacLennan et al.,


2002) observed while free-running and trawling was scaled


to the mean value observed at a given trawl station:


sA scaled ¼ sA obs=
�
0:5


�
sA free-run þ sA trawl


��
; ð1Þ


where sA_obs is the observation in question (either free-


running or trawling sA), sA_free-run is the sA observed while


free-running at that station, and sA_trawl is the sA observed


while trawling at that station. The parameter sA_scaled varies


over the range 0e2, with 1 indicating equal backscatter


while free-running and trawling. The value of sA_scaled
was computed for the free-running and trawling sections
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of trackline selected at each trawl station. A Wilcoxon


Signed-Ranks test was used to test for differences in paired


sA measurements made while trawling and free-running.


This non-parametric test is based on paired rank-order sta-


tistics (Zar, 1999), and thus gives identical results for the


original and the scaled observations. Comparisons were


made separately for each category of backscatter identified


above.


We used the ‘‘height off bottom’’ of acoustic backscatter


as an index of the vertical distribution of fish during trawl-


ing and free-running operations. To compute this index, we


averaged sA into 1-m vertical layers, and calculated the


cumulative sum of sA from the bottom. The ‘‘height off


bottom’’ at which 50% of the total cumulative sA in each


record is reached was used as an index of the vertical


distribution of the acoustic backscatter in each record. A


Wilcoxon Signed-Ranks test was used to test for paired


differences in height off bottom in the trawling and free-run-


ning records. Comparisons were made separately for each


category of backscatter.


Results


Paired comparison of acoustic backscatter collected while


the ‘‘Miller Freeman’’ was free-running and trawling (Fig-


ure 3) indicated that significantly lower (16% on average)


sA_scaled was attributed to pollock while trawling than while


free-running ( p< 0.005). No difference in scaled backscat-


ter was observed for the near-surface fish-plankton mix


( p> 0.05). Water column sA_scaled was significantly


Backscatter category
Pollock Fish-plankton mix Combined
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Figure 3. Paired comparisons of acoustic scattering observed while


the RV ‘‘Miller Freeman’’ was towing a midwater trawl and free-


running in the same area. To allow comparison of results over


a wide range of fish densities, acoustic backscatter has been scaled


to the mean backscatter observed in each of the locations compared


(n¼ 180). Acoustic backscatter has been scrutinized into three cat-


egories: pollock, a near-surface fish/plankton mix, and backscatter


attributed to pollock and the fish/plankton mix combined. The hor-


izontal line indicates the null hypothesis of no difference in back-


scatter. The results of Wilcoxon Signed-Ranks tests for differences


in backscatter while free-running and trawling are indicated.

( p< 0.005) lower (14% on average) than trawling sA_scaled.


The decrease in water-column backscatter was driven largely


by changes in pollock backscatter. No differences in vertical


distribution of backscatter in the paired trawling vs. free-


running comparisons were identified for pollock, near-


surface fish/plankton mix, or water-column backscatter


categories (Figure 4; p> 0.05 in all cases).


To explore factors that may have contributed to the dis-


crepancy in backscatter when trawling vs. free-running, we


tested for correlations between this discrepancy and factors


that have been hypothesized to influence avoidance


response (Table 1). There was no correlation between pol-


lock sA_scaled while free-running and water depth, pollock


‘‘height off bottom’’, pollock backscatter, or mean pollock


length (Table 1). This indicates that, over the ranges ob-


served in this study, water depth, pollock vertical distribu-


tion, pollock density, and pollock size did not exert a strong


effect that could be related directly to the observed discrep-


ancy between pollock backscatter recorded while free-run-


ning and trawling.


Paired comparison of acoustic backscatter observed


when the commercial vessel ‘‘Sea Storm’’ was free-running


vs. when it was trawling identified consistent differences in


backscatter during the two operations (Figure 5). Signifi-


cantly lower (22% on average) sA_scaled was observed in


the <25 m off-bottom demersal layer while trawling than


when free-running ( p< 0.05). Scaled backscatter in the pe-


lagic stratum (>25 m off bottom) was also significantly


lower (15% on average) when trawling than when free-


running ( p< 0.005). Not surprisingly, the combined water


column sA_scaled was significantly lower (22% less) when
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Figure 4. The difference in ‘‘height off bottom’’ at which 50% of


the cumulative water-column backscatter was observed when the


RV ‘‘Miller Freeman’’ towed a midwater trawl compared with


paired observations while free-running in the same area. The re-


sults are presented as ‘‘height when trawling’’ minus ‘‘height


when free-running’’. Acoustic backscatter has been scrutinized in


three categories: backscatter attributable to pollock, a near-surface


fish/plankton mix, and backscatter attributed to pollock and the


fish/plankton mix combined. The results of Wilcoxon Signed-


Ranks tests of differences in ‘‘height off bottom’’ are indicated.
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trawling than when free-running ( p< 0.005). No differen-


ces in vertical distribution among any of the backscatter


categories were identified (Figure 6; p> 0.05 in all cases)


between free-running and trawling records.


Table 1. Correlations of environmental and biological features with


free-running sA_scaled attributed to walleye pollock recorded by the


RV ‘‘Miller Freeman’’. Spearman-rank correlation coefficients (rs)


are reported for water depth, ‘‘height off bottom’’ at which 50% of


the cumulative pollock backscatter was observed, sA attributed to


scattering from pollock, and mean pollock length in trawl catches


(ns¼ not significant). Water depth, ‘‘height off bottom’’, and sA
used in these correlations are averages of paired free-running and


trawling segments. A significant correlation indicates that the dis-


crepancy between acoustic records collected while free-running


and trawling is related to this variable. If these correlations were


to be repeated using trawling sA_scaled, one would arrive at the


same correlation coefficient with an opposite sign.


Variable


Range of


observations


(mean)


Correlation with


free-running


sA_scaled (rs) p


Depth (m) 68.3e167.6


(116.3)


�0.045 ns


Pollock height off


bottom (m)


2.6e137.0
(23.9)


0.106 ns


sA (m2 nautical mile�2) 91.3e25 177.8


(2303.6)


0.01 ns


Pollock length (cm) 16.0e52.2


(36.7)


�0.044 ns
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Figure 5. Paired comparisons of acoustic scattering observed while


the fishing vessel ‘‘Sea Storm’’ is towing a bottom trawl and free-


running in the same area. To allow comparison of results over


a wide range of fish densities, acoustic backscatter has been scaled


to the mean backscatter observed in each of the locations compared


(n¼ 74). Acoustic backscatter has been separated into three layers:


a demersal layer within 25 m of the bottom, a pelagic layer >25 m


above bottom, and a combined layer encompassing the entire water


column. The horizontal line indicates the expectation of no difference


in backscatter. The results of Wilcoxon Signed-Ranks tests of differ-


ences in backscatter while free-running and trawling are indicated.

We tested for correlations between sA_scaled in the demer-


sal layer and environmental and biological variables (Table


2). There was no correlation between sA_scaled observed


when free-running and water depth, ‘‘height off bottom’’


in the demersal layer, and the intensity of backscatter in
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Figure 6. Difference in ‘‘height off bottom’’ at which 50% of cu-


mulative water column backscatter was observed when the FV


‘‘Sea Storm’’ towed a bottom trawl compared with observations


while free-running in the same area. Results are presented as height


when trawling minus height when free-running. Acoustic backscat-


ter has been scrutinized in three strata: demersal backscatter within


25 m of the bottom, pelagic backscatter >25 m off bottom, and


backscatter in the entire water column. The results of Wilcoxon


Signed-Ranks tests of differences in ‘‘height off bottom’’ are


indicated.


Table 2. Correlations of environmental and biological features with


free-running sA_scaled observed in the <25 m off-bottom demersal


layer recorded by FV ‘‘Sea Storm’’. Spearman-rank correlations


are reported for water depth, ‘‘height off bottom’’ at which 50%


of the cumulative pollock backscatter was observed, relative back-


scatter observed in the demersal layer, and mean pollock length in


trawl catches (ns¼ not significant). Water depth, ‘‘height off bot-


tom’’, and relative backscatter used in these correlations are aver-


ages of paired free-running and trawling segments. A significant


correlation indicates that the discrepancy between acoustic records


collected while free-running and trawling is related to this variable.


If these correlations were to be repeated using trawling sA_scaled,


one would arrive at the same correlation coefficient with an oppo-


site sign.


Variable


Range of


observations


(mean)


Correlation with


free-running


sA_scaled (rs) p


Depth (m) 39.2e399.9


(154.1)


�0.089 ns


Demersal scatter


‘‘height off bottom’’ (m)


5.2e21.6


(12.3)


0.024 ns


sA (uncalibrated) 5.9e625.62


(71.7)


0.040 ns


Pollock length (cm) 17.0e58.5


(38.3)


�0.248 <0.05
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the demersal layer (Table 2). However, we observed


a weak, but significant, negative correlation between the


mean length of pollock in trawl catches and sA_scaled re-


corded while free-running. This indicates that, overall,


there was a tendency towards a larger discrepancy between


free-running and trawling backscatter when smaller pollock


were present.


Discussion


Paired comparisons of acoustic backscatter from two ves-


sels over a broad area over several years indicate a consis-


tent reduction in scattering attributed to walleye pollock


while trawling under survey conditions. Results for a re-


search vessel towing a pelagic trawl and a commercial ves-


sel towing a bottom trawl were similar: when trawling,


scaled backscatter directly below the vessel was reduced


by w15e20% compared with when the vessel was free-


running. This suggests that the fish respond to the vessel


etrawl combination by the time the vessel passes over


the fish aggregations, which is well before trawl passage.


The disturbed fish may either move out of the path of the


vessel, or change their orientation and tilt angle, which


would result in reduced acoustic backscatter. Given that


in the ‘‘Miller Freeman’’ data there was a consistent reduc-


tion in pollock backscatter, but not in the near-surface (gen-


erally <40 m from the surface) fish/plankton category, this


points strongly towards a change in behaviour of pollock


rather than a change in acoustic conditions or echosounder


performance while trawling. In the case of the ‘‘Sea Storm’’


analyses, where the identity of acoustic scatterers is less


certain, a consistent reduction of backscatter was observed


for both demersal backscatter (within 25 m of the bottom)


and pelagic (>25 m off bottom) backscatter. The observed


decrease in acoustic backscatter observed during trawling


is consistent with avoidance behaviour elicited by increased


underwater radiated noise during trawling. However, we


did not observe a consistent change in depth distribution


of backscatter while trawling, which would be consistent


with increased diving behaviour in response to the


approaching trawling vessel.


Correlation analyses did not identify strong relationships


between the discrepancy in free-running and trawling back-


scatter and biological or environmental characteristics. The


observed decrease in average backscatter while trawling


was uncorrelated with water depth, fish vertical distribu-


tion, or fish abundance. For the ‘‘Miller Freeman’’ data,


sA_scaled was unrelated to fish length, whereas for the


‘‘Sea Storm’’ data, there was an indication that the discrep-


ancy between trawling and free-running backscatter may be


larger for smaller fish. This supports recent observations of


pollock response to a free-running vessel, which suggest


that smaller fish may be more likely to exhibit vessel avoid-


ance (CDW, unpublished). These correlations should be


taken as preliminary, because the paired analyses incorpo-


rate both spatial and temporal variability, and encompass

a limited range of conditions, which may mask relation-


ships between these factors and vessel avoidance.


It is important to recognize that the observations reported


in this study are based on paired comparisons, which should


only be interpreted in a relative sense. Differences identified


in the comparisons will only serve to indicate if trawling in-


creases vessel avoidance compared with free-running, but


cannot reveal the extent of avoidance in comparison to


the undisturbed state. For example, one cannot conclude


that pollock do not dive in response to an approaching ves-


sel, as has been reported for other species (e.g. Vabø et al.,


2002; Handegard et al., 2003), but rather only that there is


no change in depth distribution at the time of vessel passage


when trawling compared with when free-running.


The targeted trawling conducted during acoustic surveys


may influence the results from the RV ‘‘Miller Freeman’’.


The decision to trawl on such surveys is generally made


on an ad hoc basis by examination of features observed in


the echogram, and these are often associated with regions


of locally elevated acoustic backscatter. If the decision to


trawl is consistently made when elevated backscatter is ob-


served while free-running, this may bias the sections of


free-running trackline selected for comparison with trawling


segments that have elevated backscatter compared with


backscatter at the trawl locations. Although it is difficult to


address this concern and to evaluate its influence, analyses


of spatial and temporal variance of pollock in repeat acoustic


transects in the eastern Bering Sea indicate that pollock den-


sities do not change appreciably over temporal scales of 4 h,


and that pollock aggregations are of consistent density at


spatial scales of 2.5 km (Horne and Walline, 2005). Our


free-running segments of trackline are within 1 km and 2 h


of trawls, and effects attributable to temporal and spatial mis-


matches should be relatively minor. Biases introduced by


targeted sampling, if they occur, are a concern for the inter-


pretation of results from the ‘‘Miller Freeman’’. However,


this should not be a concern for the commercial fishing ves-


sel because the ‘‘Sea Storm’’ conducted trawls at pre-


determined locations according to a random stratified design.


The cues initiating avoidance from oncoming vessels are


thought to be primarily auditory (Mitson and Knudsen,


2003), but other cues such as changes in light intensity as-


sociated with the presence of a vessel also have the poten-


tial to trigger avoidance responses (Misund, 1997).


Although fish have highly developed vision (Douglas and


Hawryshyn, 1990), it is unlikely that visual cues can ex-


plain our observations of reduced backscatter when trawl-


ing. Fish exhibit stereotyped behavioural changes when


they visually detect approaching trawl gear (see review in


Wardle, 1983, 1993). However, underwater visibility is


limited to ranges of the order of tens of metres even in clear


water owing to the rapid degradation of visual contrast


(Douglas and Hawryshyn, 1990; Wardle, 1993), and it is


unlikely that visual cues from a trawl trailing substantially


further behind the vessel than the fish can be expected to be


able to see could account for our observations. Visual
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responses to trawl gear are by no means unimportant, but


they are likely to dominate fish behaviour after the ship


passes over the fish and the trawl gear comes into close


proximity with the fish (Wardle, 1993; Handegard et al.,


2003).


Fish behaviour remains one of the largest potential sour-


ces of bias in fisheries surveys (Aglen, 1994; Misund,


1997). If, as suggested by our comparisons, walleye pollock


consistently respond to vessels towing pelagic and bottom


trawls, such behaviour has the potential to influence survey


estimates of population biomass. At this point it is unclear


if the decrease in acoustic backscatter while trawling is due


to horizontal avoidance or changes in backscatter from


individual fish. Although the paired comparisons used in


this study provide statistical evidence in support of the hy-


pothesis that trawling results in increased vessel avoidance,


the analysis cannot be used to determine the stimuli or be-


havioural mechanisms involved in vessel avoidance. One


possibility is that pollock change their tilt distribution in re-


sponse to an oncoming trawling vessel more than they


would to a free-running vessel. This would result in lower


target strengths when trawling, as observed for Cape horse


mackerel off southern Africa (Barange and Hampton,


1994), but it may not substantially influence the number


and size distribution of fish sampled by a trawl. The relative


contribution of changes in target strength and horizontal


avoidance to our observations remains an open question,


because analysis of in situ target strengths is not possible


in this study; pollock were typically >75e100 m away


from the transducer in dense near-bottom aggregations,


which makes it difficult to make valid target-strength meas-


urements of this species during the day (Traynor, 1996).


In order to definitively identify the mechanisms control-


ling pollock responses to approaching vessels, more


detailed behavioural measures are required. To this end,


we have designed and constructed an acoustic buoy similar


to that described by Handegard et al. (2003), which we plan


to use to study pollock responses to passing trawling ves-


sels. With this type of instrument, changes in volume back-


scattering can be correlated with various stages of vessel


passage (Ona and Godø, 1990; Vabø et al., 2002), and


the behaviour of individual fish can be inferred by tracking


individual acoustic targets and measuring in situ target


strength (Handegard et al., 2003). In addition, further prog-


ress in understanding the mechanisms triggering avoidance


can be made by measuring the radiated-noise field of trawl-


ing vessels, and integrating these measurements with


knowledge of the sensory capabilities of pollock.
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Vessel-induced avoidance behaviour is potentially a major source of error in surveys of fish populations. Noise-reduced research vessels
have been constructed in an effort to minimize fish reactions to auditory stimuli produced by survey vessels. Here, measurements of
acoustic backscatter from walleye pollock (Theragra chalcogramma) made on the eastern Bering Sea Shelf from the conventional
NOAA ship “Miller Freeman” (MF) are compared with similar measurements made on the noise-reduced NOAA ship “Oscar
Dyson” (OD). As in a previous study, acoustic abundance measurements from these vessels were equivalent during daylight, when
large-scale acoustic surveying is conducted. However, significant differences were observed at night: on average, 44% more pollock
backscatter was observed from OD than MF. Observations with a free-drifting echosounder buoy suggest that the night-time discre-
pancy is attributable to a stronger behavioural response to the passage of the louder MF, and a resulting decrease in pollock target
strength. Pollock did not exhibit a strong reaction to the passage of OD. These observations are consistent with previous comparisons
of these vessels, which show that with vessel differences, the noise-reduced OD detects more pollock.


Keywords: acoustics, noise-reduced vessel, vessel avoidance response, walleye pollock.


Introduction
Fish dive or move laterally from approaching vessels in a manner
consistent with an avoidance reaction (Olsen, 1990; Fréon and
Misund, 1999; Ona et al., 2007). Although it is unclear how wide-
spread these reactions are, vessel-induced changes in behaviour are
of concern because they have the potential to introduce biases into
the acoustic estimation of fish abundance, primarily by changing
the availability of fish to the acoustic beam or altering the orien-
tation of the fish and hence their acoustic-backscattering strength
(Olsen, 1990; Soria et al., 1996; Vabø et al., 2002; Løland et al.,
2007). Vessels produce loud sounds in the frequency range of
fish hearing (Mitson, 1995), and fish react to vessels at distances
of several hundreds of metres (Misund et al., 1996; Handegard
and Tjøstheim, 2005; De Robertis and Wilson, 2010), both of
which suggest that underwater sound, which incurs low propa-
gation loss compared with other potential stimuli, is the primary
stimulus for the reactions. In response to these concerns, proposals
for maximum underwater radiated noise levels (expressed as
sound pressure measured in the far field) for research vessels
(Mitson, 1995) were formulated under the auspices of ICES. The
proposals for research vessel-radiated noise include limits for
noise emission in the hearing range of fish (,1 kHz) aimed at
reducing fish-avoidance responses, and higher-frequency


(.1 kHz) limits aimed at maximizing the performance of
acoustic instruments. The lower-frequency limits were based on
the hearing capabilities of fish with sensitive hearing (Atlantic
cod, Gadus morhua, and Atlantic herring, Clupea harengus) and
the assumption that behavioural reactions will be initiated when
fish are exposed to sound pressure 30 dB above their hearing
threshold.


Several research vessels have been built to comply with the ICES
proposals for underwater radiated noise. These noise-reduced


ships produce substantially less radiated noise than conventional,


i.e. not noise-reduced, research vessels (Mitson and Knudsen,
2003). Given that low-frequency noise reduction is an attempt


to reduce fish avoidance, it is reasonable to question whether


acoustic estimates of abundance from noise-reduced vessels are


comparable with those made with conventional vessels. The


answer can have important consequences for fisheries manage-
ment, because a bias can be introduced into abundance time-series


if fish behaviour or the vessel used to generate an abundance time-


series changes. Despite these concerns, the impact of noise


reduction of research vessels on the behavioural reactions of fish,
and the consequences for acoustic estimates of fish abundance,


remains poorly characterized (Ona et al., 2007; Sand et al., 2008;


De Robertis et al., 2010).
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Direct comparisons of acoustic estimates of fish abundance
from just two pairs of noise-reduced and conventional research
vessels have been reported to date. The first study, which compared
the noise-reduced “G. O. Sars” with the smaller, but louder, con-
ventional “Johan Hjort” (Ona et al., 2007), produced an unex-
pected result: Atlantic herring exhibited a stronger diving
response to the noise-reduced vessel, with much of the reaction
taking place after vessel passage. De Robertis et al. (2008, 2010)
compared acoustic measurements of walleye pollock (Theragra
chalcogramma) from the conventional NOAA ship “Miller
Freeman” (MF) and the noise-reduced NOAA ship “Oscar
Dyson” (OD). Equivalent backscatter was observed from the
vessels during summer in the eastern Bering Sea (De Robertis
et al., 2008), which indicates no major differences in avoidance
reaction that influence acoustic abundance estimates in that case.
In contrast, consistently higher backscatter was observed from
OD than from MF in two winter comparisons in the Gulf of
Alaska (Shelikof Strait and the Shumagin Islands), suggesting a
different reaction to the vessels there (De Robertis et al., 2010).
Observations with a buoy-mounted echosounder in the
Shumagin Islands confirmed that the difference in backscatter
was attributable to reduced reactions to the noise-reduced vessel
(De Robertis and Wilson, 2010). The pollock in those locations
were distributed deeper (and farther from the survey vessel) than
those during summer in the eastern Bering Sea. No vessel differ-
ences were observed in winter in the Bogoslof area of the Bering
Sea, where the pollock were distributed even deeper (400–700 m).


At a given location, the MF and OD vessel differences were
depth-dependent, i.e. a stronger reaction was observed for the
shallowest fish, as one might expect if the reaction is caused by
vessel noise, which is highest near the vessel. However, this
depth effect was not consistent among locations: for example,
equivalent backscatter was observed by the two vessels in the
eastern Bering Sea where the fish were shallower than in other
areas in the Gulf of Alaska where there was a vessel difference.
The lack of a simple depth-dependent pattern in the comparisons
of fish reactions across comparisons of a single pair of conventional


and noise-reduced vessels demonstrates that fish reactions cannot
be predicted solely based on hearing physiology and vessel-
radiated noise as assumed in the ICES proposal, and that other,
less well-understood factors, such as environmental conditions,
season, fish physiological state, and background noise, are likely
to influence how fish react to vessels.


There is a substantial fishery for walleye pollock, primarily in
the eastern Bering Sea (Bailey et al., 1999). A long time-series of
acoustic surveys is used in the stock assessment (Karp and
Walters, 1994). The surveys were conducted primarily by MF,
and OD has continued the time-series since 2007. Given the obser-
vations of pollock reactions to these vessels in other areas and the
magnitude of the potential bias introduced by vessel-dependent
avoidance behaviour, we repeated the comparison of acoustic esti-
mates of pollock abundance from the conventional MF and noise-
reduced OD in the eastern Bering Sea to confirm our previous
study in the area (De Robertis et al., 2008). We also used an instru-
mented buoy (Godø and Totland, 1996) to observe the reactions of
pollock to the approach of the two vessels directly. The goals of the
work were to (i) verify the result of De Robertis et al. (2008) that
acoustic estimates of pollock from OD and MF during summer in
the eastern Bering Sea are equivalent, (ii) characterize the behav-
ioural response of pollock when approached by the vessels, and
(iii) consider the observations in the context of previous compari-
sons of these vessels.


Methods
Study design
Acoustic backscatter recorded aboard the National Oceanic and
Atmospheric Administration (NOAA) ships “Oscar Dyson” and
“Miller Freeman” was compared during an experiment conducted
from 26 to 29 July 2008 in the eastern Bering Sea, using the same
methods as those in a previous study conducted in 2006. The
methods are described in detail in De Robertis et al. (2008) and
are therefore only covered briefly here. The experiment was
conducted in the same area as the 2006 experiment (Figure 1a),


Figure 1. Maps of the study site. (a) Location of experiments comparing the OD and the MF in the eastern Bering Sea (EBS), the Bogoslof
Island area, the Shumagin Islands, and Shelikof Strait. (b) Details of the 2008 experiment in the eastern Bering Sea, showing the side-by-
side trackline and the location of nearby trawls conducted during the echo-integration trawl survey preceding the experiment. The location
of buoy experiments and trawls conducted at each buoy deployment site are also shown. The grey dotted lines demarcate 70 and 500 m depth.
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immediately after the OD completed the 2008 pollock abundance
survey.


The research vessels are of similar size, but OD was built to
conform to the ICES proposals for radiated noise and therefore
produces substantially less radiated noise in the hearing range of
fish than the MF (see De Robertis et al., 2008, for detail). The
vessel comparison consisted of acoustic measurements in which
the vessels travelled side by side on transects offset laterally by
0.5 nautical miles (miles hereafter). The 0.5-mile vessel separation
distance was selected so that noise from MF, the louder vessel, was
not expected to dominate the radiated noise perceived by fish near
OD (De Robertis et al., 2008). The vessels switched sides, i.e. the
vessels alternated which was on the port side, at least every
50 miles. Measurements were conducted by both day and night.
Bottom depths in the study area averaged 134.1 m and ranged
from 126.3 to 151.7 m. The weather was mild, with average wind-
speeds of 6.2 m s21 (range 1.1–9.6 m s21), with wave heights of
,2 m. Vessel speed averaged 12.1 knots (range 11.3–12.7 knots).


At two sites, a free-drifting buoy equipped with a 38-kHz echo-
sounder (described in De Robertis and Wilson, 2010) was used to
observe the reactions of pollock as the vessels approached
(Figure 1b). The first deployment was conducted on 23 July
before the arrival of MF. In the second deployment, conducted
on 28 July, OD and MF took turns passing the buoy at intervals
of 15 min. These buoy observations require a homogenous distri-
bution of fish (De Robertis and Wilson, 2010), so the deployments
were conducted during the night when pollock form more evenly
distributed layers, as opposed to their patchy daylight schools.


Acoustic backscatter thought to be pollock was verified by tar-
geted fishing with a midwater Aleutian wing trawl equipped with a
1.3-cm mesh liner in the codend (Honkalehto et al., 2002). One
haul was conducted after each buoy deployment, and another 26
hauls were conducted within 25 miles of the trackline used for
vessel comparison (Figure 1b) during the abundance survey con-
ducted before the experiment (6–22 July). The catch was domi-
nated by walleye pollock, averaging 98+ 3% (+s.d.) of the
trawl catch by weight. The pollock differed in size from the 2006
experiment, with a greater abundance of pollock aged 2
(�25 cm) and 3 (�32 cm) in 2008 (Figure 2).


Vessel data collection and processing
Backscatter strength was recorded along the vessel tracks at 18, 38,
and 120 kHz using Simrad EK60 echosounders (note that


reference to trade names does not imply endorsement by the
National Marine Fisheries Service, NOAA) equipped with transdu-
cers of the same model and operated with equivalent settings (see
De Robertis et al., 2008, for detail). The echosounder on-axis sen-
sitivity was calibrated using the standard sphere method (Foote
et al., 1987), three times (2 June, 11 July, 31 July) for OD and
twice (25 and 31 July) for MF. The average gain resulting from
these calibrations was used in subsequent data analyses. These
repeat calibrations (Figure 3) provide a measure of the uncertainty
attributable to calibration: if we had chosen to apply any of the
individual calibrations instead of the mean value, we would
expect a deviation of up to 5% in measured sA, depending on
the frequency. Calibration precision at 38 kHz, which is the
primary frequency used to estimate pollock backscatter, was
within 3% of the mean value used in this study.


Backscatter was allocated to two classes representing a near-
surface layer of unknown composition, and a deeper layer of
walleye pollock (cf. De Robertis et al., 2008; their Figure 3).
Backscatter from walleye pollock was restricted to ≥3 m above
the seabed so that the results would conform to the data used
for stock-assessment purposes (Wespestad and Megrey, 1990).
An Sv integration threshold of –70 dB re 1 m21 was applied at
18 and 38 kHz, and a –60 dB re 1 m21 threshold was used at
120 kHz, to suppress low intensity but persistent backscatter
from zooplankton. The nautical-area scattering coefficient
(sA, m2 nautical mile22, defined in MacLennan et al., 2002) was
averaged 0.1 mile along-track and 1 m deep.


Statistical analysis of echosounder data
Acoustic measurements were averaged into 5-mile elementary
distance sampling units (EDSUs). To minimize variability, only
those EDSUs in which both vessels observed an average sA of
.20 m2 mile22 at the frequency in question, and those where
the mean bottom depth observed by both vessels differed by
,2%, were used in further analyses. This resulted in a frequency-
dependent sample size, with 103/99/102 suitable EDSUs for


Figure 2. The size distribution of pollock observed in the acoustic
surveys conducted near the 2006 and 2008 vessel-comparison
experiments in the eastern Bering Sea.


Figure 3. Precision of on-axis calibrations and their implications for
backscatter measurement. Each point represents the effect of using a
single on-axis sphere calibration for sA measurements compared with
applying the mean integration gain from all calibrations combined
(as has been done in this study). Results are expressed as
percentage deviation = (2(Gain − Gain)/Gain) × 100, where Gain
corresponds to the integration gain in linear units. This calculation
accounts for the two-way effects of integration gain on backscatter
measurements. For the OD 120 kHz, only two symbols are visible,
because two symbols overlap.
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pollock at 18/38/120 kHz, respectively. Scattering from the near-
surface layer was strongly frequency-dependent, and 91/70/29
EDSUs passed these criteria at 18/38/120 kHz, respectively.


We applied the method of Kieser et al. (1987) to estimate the
ratio of pollock backscatter observed by OD and MF. The
echo-integration measurements were modelled as


sA,i,j = aj ri 1i,j, i = 1, . . . , n, j = OD,MF, (1)


where sA,i,j is the nautical-area scattering coefficient recorded at
EDSU i by vessel j, ri the fish areal density at EDSU i, aj a vessel-
specific scaling factor, and 1i,j the lognormally distributed random
noise. The vessel ratio R ¼ aOD/aMF is defined as the ratio of the
biases produced by the vessels and can be used to scale backscatter
measurements between vessels (i.e. sA,OD ¼ sA,MFR). R can be
derived from the difference in observed backscatter:


di = ln(sA,i,OD) − ln(sA,i,MF) = ln(aOD) − ln(aMF) + ei, (2)


where ei = ln(1i,OD) − ln(1i,MF) is normally distributed random
noise, and


R = exp(�d), (3)


where �d = n−1
∑n


i=1 di is an unbiased estimate of R. Assuming no
autocorrelation in di, the 95% confidence interval (CI) for R is
exp(�d + tn−1,0.025 sdn−0.5), where tn−1,0.025 is the 2.5% quantile of
the t-distribution with n 2 1 degrees of freedom, and sd is the
standard deviation of di. The first lag autocorrelation of di was
0.11 (p . 0.05), which indicates that the assumption of no
autocorrelation in di is largely met.


We computed a series of statistics to characterize the depth dis-
tribution of pollock observed with each vessel. The mean weighted
depth (mwd) of pollock for each EDSU was calculated as


mwd =
∑


D DsA,D∑
D sA,D


, (4)


where D is depth (m) and sA,D is the sA in the depth interval from
D 2 1 to D. In addition, the p% depth quantiles qp (p¼ 10, 20, . . . ,
90) of the pollock vertical distribution were calculated by linear
interpolation between D+ and D+ 2 1, where D+ is the shallowest
depth, such that


∑D+


D=16


sA,D . 0.01p
∑Dmax


D=16


sA,D. (5)


The qp depth quantile is therefore the minimum depth above
which p% of the pollock were found in a particular EDSU.
Vessel differences in pollock depth distribution were expressed as
mwdOD 2 mwdMF, for mwd or qp,OD 2 qp,MF for quantiles of
the depth distribution.


Buoy observations
On two occasions, we used an instrumented buoy to observe the
reactions of pollock as the vessels approached and passed the
buoy directly. The buoy (described in De Robertis and Wilson,
2010) contains a Simrad EK60 38 kHz echosounder, with a trans-
ducer suspended 22.5 m below the surface. The shipboard 38 kHz
echosounders were turned off to avoid interference with the buoy


echosounder. After the buoy was deployed and drifting over an
aggregation of pollock, the vessels approached the buoy from
1 mile away, passed within �5 m of the buoy, and continued
along this track for 1 mile. Both deployments were conducted
during darkness, when the pollock were more evenly distributed.
OD conducted a trawl targeting the pollock aggregation at each
site. Pollock accounted for .99.8% by weight and numbers in
the catch at both locations. Pollock aged 2 dominated the catch,
with a mean length of 25.5 cm at the first deployment site and
24.5 cm at the second.


The first deployment was before the arrival of MF at the study
site, and OD made 14 runs at the buoy. During the second deploy-
ment, OD and MF took turns making runs at the buoy, each
making seven passes. For each passage of the buoy, each vessel con-
ducted a rectangular track which included one transect 2 miles
long at the latitude of the buoy, and another one 1 mile north of
the buoy. This pattern allowed the extraction of 14 × 2-mile trans-
ects in which the observations from the vessel echosounders could
be compared (see De Robertis and Wilson, 2010, for detail). Vessel
speeds averaged (+s.d.) 11.7+ 0.2 knots during the first deploy-
ment, and 11.6+ 0.3 knots during the second. During both exper-
iments, a vessel passed the buoy every 15–20 min.


Analysis of the acoustic data from the buoy followed the
methodology described in De Robertis and Wilson (2010).
Observations at the time of the vessel’s closest point of approach
(CPA) to the buoy were compared with those during a reference
period before CPA when the pollock were likely undisturbed.
The time-series of sA from the buoy echosounder was smoothed
with an 11-s running mean to reduce temporal variability.
Following previous studies (e.g. Vabø et al., 2002; De Robertis
and Wilson, 2010), observations during passage were taken as
CPA+ 3 s, and the reference period was taken as 158–88 s
before the CPA.


To describe the change in backscatter associated with vessel
passage, the vessel-avoidance coefficient (vasA


; cf. Vabø et al.,
2002) for each vessel pass i was computed as


vasA,i =
sA,pass,i


sA,ref ,i
, (6)


where sA,pass,i is the sA observed during vessel pass i, and sA,ref,i is
the sA observed during reference period i. The results were sum-
marized by computing the mean and 95% CIs over all passes on
natural log-transformed ratios, then back-transforming these
quantities.


We also tested for changes in pollock depth distribution associ-
ated with vessel passage. The mean weighted pollock depth (mwd)
for each reference period and vessel passage was calculated follow-
ing Equation (3). The difference between the mwd at passage and
the reference period was computed as follows:


vamwd,i = mwdref,i − mwdpass,i. (7)


The change in depth was summarized by computing the mean and
95% CIs of vamwd over all approaches.


Vessel observations during buoy observations
Vessel echosounder observations from the second buoy deployment
were compared, to test whether differences in pollock backscatter
during the experiment were observable. Observations on the 14
transects were compared pairwise to test for vessel differences in


2232 A. De Robertis and C. D. Wilson


 at N
W


 F
isheries S


cience C
enter on O


ctober 11, 2011
icesjm


s.oxfordjournals.org
D


ow
nloaded from


 



http://icesjms.oxfordjournals.org/





acoustic observations (cf. De Robertis and Wilson, 2010), estimating
the vessel ratio R [Equation (3)] and the vessel difference in pollock
mwd (i.e. mwdOD 2 mwdMF) for each vessel pass.


Conditions during that period were favourable for an analysis
of the target strength (TS) of individual fish. For each transect,
the median backscattering cross section, median sbs, for single
targets observed with a minimum target strength of 270 dB was
computed for all single targets deeper than 35 m (sbs is a linear
measure of TS; MacLennan et al., 2002). Single targets shallower
than 35 m were excluded, to remove the influence of targets in
the near-surface layer that were unlikely to be from pollock.
Single-target echoes were identified by the single-target detector
of the EK60 (a modification of Ona, 1999), with the same
(default) parameters used aboard both vessels.


Results
Vessel ratio
The vessel ratio, R, for pollock revealed a strong diel effect, with
significantly higher mean values of R by night than by day
(Figure 4a; t-test, p , 0.005 at all frequencies). By day, the CIs
for R included 1.0 at all frequencies, but at night, R values were
much higher (range 1.24–1.44, depending on frequency), with
95% CIs that did not include 1.0. For example, at 38 kHz, the
primary frequency used in pollock surveys, the mean value of R
for pollock at night was 1.44, which means that OD detected an
average of 44% more pollock backscatter than MF at night. In con-
trast to pollock, the value of R for the near-surface scattering layer
was equivalent by day and night (t-test, p . 0.30 at all frequen-
cies). The value of R for the surface layer varied by frequency
(Figure 4b), with 95% CIs that just excluded 1.0 at 18 and
38 kHz (the lower bound of 95% CI in both cases was 1.00).


The R-value for individual depth strata was consistently higher
by night than by day (compare the results for the same depths in
Figure 5a and b). By day, the value of R for individual strata was
close to 1.0, with just one stratum having CIs that excluded 1.0.
In contrast, the R-value at night was strongly depth-dependent,
with values higher in shallower strata. For pollock between 60
and 80 m deep, OD detected an average of .2 times more


pollock backscatter than MF, and the mean value tended to
decease with depth (Figure 5b). At night, significant differences
persisted over all strata up to the maximum observation depth
of 140 m (i.e. the 95% CI consistently excluded 1.0). Pollock
were distributed shallower by night (mwd 106.7 m; Figure 5)
than by day (mwd 116.0 m; Figure 5).


Vertical distribution
There was no vessel difference in the vertical distribution of
pollock backscatter by day or night (Figure 6; t-test, p . 0.05 in
both cases). Although not significantly different, the pollock
detected by OD tended to be skewed shallower (i.e. negative
values in Figure 6), particularly at night. The depth of the seafloor
in our observations was consistently �0.5 m deeper for OD than
MF (as previously observed in measurements on randomized
transects by De Robertis et al., 2010). This difference may be
due to inaccuracy in the assumed nominal vessel draft or differ-
ences in transducer pointing angles. This result indicates that the
OD may slightly overestimate the range to a target compared
with the MF, which would mean that the degree to which OD
detects shallower pollock is �0.5 m greater than that shown.
However, an adjustment of this magnitude would not change
the inference of no significant difference in fish depth distribution
observed by the vessels.


Buoy echosounder observations
OD passed the buoy 14 times during the first experiment, with
little evidence of disturbing the fish layer either before or after
vessel passage during the first buoy deployment (Figure 7a). The
mean value of vasA


was 0.99 with a 95% CI of 0.82–1.18
(Figure 8a). The mwd of pollock was also similar during the refer-
ence period and at vessel passage; vamwd was –0.6 m (95% CI 1.7–
0.5 m). The relatively small CIs in this experiment were likely
attributable to the relatively uniform distribution of fish under
the buoy.


OD and MF took turns passing the buoy during the second
experiment. Visual inspection of the echograms gave the
impression of little or no reaction to OD, but in some cases,
there was potentially a response to MF (compare Figure 7b and c,
which are 17 min apart). Overall, potential reactions to MF, i.e.
a decrease in backscatter and a deepening of the pollock layer
associated with passage, were observed in four of seven passes,
and in none of the passes by OD, consistent with the mean
values of vasA


(Figure 8a). In addition, there was an indication
of a deeper vertical distribution of pollock when they were
approached by MF (Figure 8b), suggesting that the fish may
have exhibited a stronger response to the passage of MF, with
less and deeper pollock backscatter on average being detected by
the buoy during MF passage than during the reference period.
However, during that experiment, the changes in pollock backscat-
ter between vessel passage and the reference period were highly
variable. This is likely attributable to temporal changes in the
mean backscatter observed as the buoy drifted over the patchy
fish aggregations. The confidence intervals of vasA


did not
exclude 1.0, and vamwd did not exclude zero for either vessel
(Figure 8), indicating that the buoy observations of pollock back-
scatter strength and mean depth did not differ significantly
between the reference period and the CPA for either vessel.


Figure 4. Vessel echosounder backscatter ratio (OD/MF) with 95%
CIs for the side-by-side transects: (a) pollock backscatter and
(b) near-surface backscatter. Results by day and by night are shown
separately for pollock because there is a significant difference in the
ratios. Estimates where the lower CI exceeds 1.0 demonstrate that the
OD detects significantly more pollock backscatter than the MF.
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Vessel echosounder observations during buoy
experiment
Observations from the vessel-mounted echosounders during the
second buoy experiment were consistent with greater pollock
reactions to MF than to OD. The latter detected significantly
more pollock backscatter than the MF (paired t-test on ln(sA),
p , 0.005 for both frequencies). The average vessel ratio (sA,OD/sA,MF)
was 1.31 at 18 kHz and 1.41 at 120 kHz (Figure 9a). The pollock
mwd for OD and MF was similar (Figure 9b, paired t-test on
mwd not significant for both frequencies). The median sbs for
single targets detected deeper than 35 m was significantly higher
for the OD than for the MF (paired t-test on transect median


sbs, p , 0.01 for both frequencies). Single targets were
distributed throughout the water column, with mean target
depths ranging from 52 to 82 m, and �90% of single targets
at depths shallower than 102 m. The median value of sbs was
1.9× higher for targets detected by the OD at 18 kHz and
3.4× higher for targets detected at 120 kHz (Figure 9c).


Discussion
The paired echosounder measurements indicate that walleye
pollock respond differently to OD and MF by day and by night.
During daylight, measurements of acoustic backscatter from the
vessels were similar, supporting the conclusion of De Robertis


Figure 5. Vertically stratified 38-kHz vessel echosounder ratio (OD/MF) for (a) daylight and (b) night-time measurements. Each dot
depicts the mean with 95% CIs, plus the first and third quartiles (the ends of the grey box). A vessel ratio of .1.0 indicates that the OD
detected more pollock than the MF. The term total refers to the vessel ratio R averaged over the entire water column (cf. Figure 4). For
each depth layer, only cases where the pollock sA exceeded 20 m2 mile22 in the EDSU and 1 m2 mile22 in the 10-m depth layer for both
vessels were included. The number of samples is indicated by the white bars on the left. The vertical distribution of sA for all EDSUs used to
compute the water column vessel ratio R is given on the right (black bars; results averaged over both vessels).


Figure 6. Boxplots of vessel differences in observed depth distribution. The quantile depth (i.e. the vessel difference in pollock depths for
a given fraction of the population), the mwd of all observed pollock backscatter, and the depth of the seabed (seafloor) at 38 kHz are shown
for (a) daylight and (b) night-time measurements. The depth difference is presented for the depth at which increasing proportions or
quantiles of the population are found, starting from the surface. For a given 5-mile EDSU, the qn% quantile is the shallowest depth above which
n% of the total pollock sA is encountered. The median with 95% CIs, plus the first and third quartiles (the ends of the grey box), is shown.
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et al. (2008) that daylight acoustic-trawl surveys for pollock in the
eastern Bering Sea would produce similar results whichever of MF
or OD was used to conduct the survey. In contrast, a substantial
vessel discrepancy in pollock abundance was observed at night,
with OD detecting an average of 44% more pollock backscatter
than MF. We attribute these observations to differences in behav-
iour rather than to instrument performance, because a bias (e.g. in
calibration) would not explain the diel difference or the smaller
vessel ratio for the near-surface backscatter, which did not
exhibit a diel difference. The depth distributions of pollock were
apparently similar irrespective of vessel, with pollock distributed
�10 m deeper by day than by night. Although vessel reactions
are often depth-dependent (Vabø et al., 2002; De Robertis et al.,
2010), the shallower night-time distribution cannot be used to
explain the higher value of R at night, because the depth-stratified
values were close to 1 at all depths by day and .1 and decreasing
with depth at night. The observed discrepancy between the day
and the night value of R is therefore largely attributable to a diel
difference in how the fish react to the vessels, rather than to a
change in vertical distribution.


Taken together, the concurrent observations from the buoy and
the vessels suggest that that pollock reacted differently to OD and
to MF, but did not exhibit strong reactions to OD. During the first
experiment, when OD passed the buoy, there was no evidence that
OD caused a reduction in pollock backscatter or a diving response
when it passed the buoy, as is often observed when fish react to
approaching ships (Olsen, 1990; Vabø et al., 2002; Ona et al.,
2007). High precision was observed among repeat passes. This is
an important complement to the side-by-side measurements,
because vessel comparisons allow for precise estimates of R by
averaging over many pings, but do not allow for direct observation
of behaviour, or absolute comparison of vessels (e.g. R cannot be
used to distinguish between a case where there is notable avoid-
ance of both vessels and little avoidance of both vessels).


During the second experiment, when OD and MF took turns
passing the buoy, the results suggested an increased reaction to
MF. In four of seven passes, MF seemingly disturbed the pollock
under the buoy, causing a decrease in backscatter, but when OD
passed, there was no obvious reaction. Although the observations
from the buoy echosounder did not show a statistically significant


Figure 7. Echograms from the acoustic buoy during passage of (a) the OD during experiment 1, (b) the OD during experiment 2, and
(c) the MF during experiment 2. The time at which the vessel passed closest to the buoy is shown by the orange line, and vertical lines
demarcate intervals of 30 s. The backscatter visible as persistent horizontal marks ,50 m (backscatter from a calibration sphere and a side
lobe detecting the transducer rigging) was excluded from analysis.


Figure 8. Acoustic buoy observations of changes in (a) acoustic backscatter strength (vasA
), and (b) depth distribution (vamwd) of walleye


pollock between the reference period and the closest point of approach (CPA) of the vessel to the buoy. The mean and 95% CIs are shown.
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reaction to either vessel, simultaneous observations from the
vessel-mounted echosounders confirm that pollock responded dif-
ferently to the approach of OD and MF. This was not unexpected,
because shipboard measurements are inherently less variable,
being derived by averaging over much longer periods than from
the buoy, which compare only a few seconds from each pass. As
observed in a similar experiment in the Shumagin Islands
(De Robertis and Wilson, 2010), OD detected significantly more
backscatter and a greater TS of individual pollock than MF. The
mean value of R during the experiment was 1.31 at 18 kHz and
1.41 at 120 kHz, similar to the value observed during side-by-side
transects at night. Acoustic backscatter from fish with swimblad-
ders such as pollock depends greatly on orientation (Nakken
and Olsen, 1977; Hazen and Horne, 2004), and the lower value


of TS detected by MF is likely attributable to a change in orien-
tation as the pollock reacted to the vessel (Olsen, 1990; Barange
and Hampton, 1994; De Robertis and Wilson, 2010).


In the 2006 vessel-comparison experiment in the eastern Bering
Sea, a vessel-specific depth distribution of pollock was observed in
a follow-the-leader configuration: MF observed pollock deeper
when OD was in front (De Robertis et al., 2008), whereas the
depth distributions were not different when the vessels were side
by side or when MF led. This result was inferred to be consistent
with a diving response to the noise-reduced vessel, in which the
reaction occurs primarily after the vessel had passed over the
fish, as has been reported by Ona et al. (2007) for herring.
Although we did not repeat the follow-the-leader transects in the
recent experiment, the more direct echosounder buoy observations
of pollock reactions in the eastern Bering Sea (this paper) and in
the Shumagin Islands (De Robertis and Wilson, 2010) do not cor-
roborate this inference. Rather, the buoy observations suggest that
the responses to OD were negligible in an absolute sense and that
when there were differences in reaction, pollock reacted more
strongly to the passage of MF than to that of OD.


Comparisons of OD and MF have now been conducted in four
areas where acoustic-trawl surveys are regularly conducted off
Alaska, with the experiments in the eastern Bering Sea repeated
in 2006 and 2008 (Figure 10). The daylight observations in the
eastern Bering Sea reported here are consistent with the previous
observations that the value of R in this area is �1 during daylight
(De Robertis et al., 2008). A re-analysis of the limited night-time
measurements (15 consecutive 5-mile EDSUs; see De Robertis
et al., 2008) from the 2006 experiment in the eastern Bering Sea
indicates that there was also a diel difference then, with a vessel
difference at night but not by day (Figure 10). In 2006, the OD
detected an average of 24% more pollock backscatter than the
MF, whereas the OD detected 44% more backscatter in 2008.
This discrepancy in the 2006 and 2008 night-time vessel ratios
may be related to the age distribution of pollock, because juvenile
pollock were abundant in 2008, but not in 2006. Diel differences in
the value of R vary with location and/or time of year: comparison
of these vessels in other areas where pollock are surveyed during
winter (Shumagin Islands, Shelikof Strait, Bogoslof Island) did
not identify a diel change in R (De Robertis et al., 2010), as
observed during summer in the eastern Bering Sea.


Overall, in all situations where a significant vessel difference
was observed, OD detected more pollock than MF, implying a
weaker avoidance reaction to the noise-reduced vessel
(Figure 10). The OD detected more pollock in the eastern
Bering Sea at night. Measurements on winter prespawning
pollock aggregations revealed that in two areas with shallower
walleye pollock distributions (Shumagin Islands, fish depths
�100–200 m, and Shelikof Strait, 200–300 m), the OD detected
�31 and �13% more pollock biomass as a result of the different
fish-avoidance behaviour between vessels (Figure 10). In the
Bogoslof area, where pollock are distributed deeper (at 400–
700 m), acoustic estimates from the OD and the MF were not
significantly different (Figure 10).


This day/night difference in vessel ratio R in the Bering Sea was
not observed in the other locations where pollock reaction to the
two vessels was studied (De Robertis et al., 2010). In addition,
the pattern in vessel differences among sites cannot be explained
by fish depth alone; in the Bering Sea in summer, pollock are at
the shallowest of any of the areas tested, but there is no vessel differ-
ence by day. At other locations, e.g. the Shumagin Islands and the


Figure 9. Comparison of acoustic measurements from the vessels
during the second buoy experiment. (a) Ratio (R) of the mean
pollock sA observed by the OD and the MF. (b) Vessel difference in
pollock mwd. (c) Ratio (OD/MF) of median backscattering cross
section (sbs) for single targets detected shallower than 125 m.
Results are shown for both 18 and 120 kHz echosounders. The
horizontal lines within the boxes represent the median values, the
lower and upper boundaries of the boxes demarcate the 25th and
75th percentiles, and the vertical lines the 10th and 90th percentiles
of values observed in individual transects. The results of t-tests
testing the null hypothesis of no vessel difference are given (see text
for detail).
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Shelikof Strait, pollock are deeper, but the OD detected signifi-
cantly more than the MF. In all areas where there was a vessel differ-
ence, the value of R decreased with fish depth, consistent with a
response to a stimulus propagating from the vessel at the surface.


The two existing comparisons of conventional and noise-
reduced research vessels have reported conflicting results: Ona
et al. (2007) reported that herring reacted almost twice as much
to the noise-reduced “G. O. Sars” than to the conventional
“Johan Hjort”, with much of the reaction after vessel passage. In
contrast, comparisons of MF and OD indicate that vessel ratios
are variable, but when there are differences, the reaction is less
to OD, the noise-reduced vessel. In interpreting these results,
one needs to keep in mind the fact that the proposals that led to
the construction of noise-reduced vessels (Mitson, 1995) were
largely an attempt to influence how fish react to acoustic stimuli
from vessels, rather than to make the vessels imperceptible. The
proposals assumed that vessel noise (defined as sound pressure)
30 dB above the hearing threshold of fish would trigger a reaction.
Under conditions of low background noise, fish such as walleye
pollock with well-developed hearing can detect noise-reduced
vessels at ranges of �hundreds of metres (Mann et al., 2009).
Hence, noise reduction is not an attempt to make a vessel
imperceptible to the fish being surveyed, but rather an attempt
to influence how the fish react to the acoustic stimuli produced
by the vessel.


The factors that influence how and why fish react to approach-
ing vessels remain obscure. Fish often react to low-frequency
sounds (Sonny et al., 2006; Sand et al., 2008), and reactions to
sound depend on the information content of a signal, not just
its absolute level (Schwartz and Greer, 1984; Engås et al., 1995;
Doksæter et al., 2009). Many animals, including fish, respond to
human-induced disturbances as though the disturbances represent
a predator (Frid and Dill, 2002), and responses to predation risk
may provide a useful analogy, because vessel-avoidance reactions
by fish are likely to be triggered by stimuli perceived as a predatory
threat. Many factors related to environmental conditions or the


internal state of fish and other animals, such as feeding history,
maturity state, or exposure to predators, affect how animals
respond to a predation risk (Lima and Dill, 1990; Lima, 1998).
For example, feeding history and encounters with predators
affect anti-predator behaviour; hungry organisms and those with
little recent exposure to predators tend to be less risk-averse. In
addition, the transmission of stimuli produced by a vessel to the
fish depends on background noise, characteristics of the seabed,
environmental conditions, and the relative locations of the vessel
and the fish (Urick, 1982). Hence, the physiological state and
recent experience of a fish, as well as the characteristics of the
stimuli produced by a specific vessel and the factors affecting the
transmission of stimuli, are likely to influence the reactions of
fish to an approaching vessel.


Given the potential for complex interactions of multiple factors
likely influencing decision-making by fish approached by vessels, it
is unsurprising that current understanding of vessel avoidance is
insufficient to explain the results of comparisons of noise-reduced
and conventional vessels. For example, the heightened reaction of
herring to a noise-reduced over a conventional vessel (Ona et al.,
2007), and the diel difference in reactivity of pollock to the MF and
the OD in the Bering Sea, could not have been predicted a priori
based on current understanding of how fish react to approaching
vessels. Decision-making by animals is complex, so it will be extre-
mely difficult to make predictions of avoidance behaviour that are
sufficiently reliable to correct abundance measurements.


For the practical purpose of identifying and correcting survey
biases, measurement of the impacts of behaviour on acoustic
measurements is likely to be more tractable than accurately pre-
dicting the behaviour. Further development and adaptation of
methods used to study the impacts of behaviour on acoustic
measurements, such as measurement of Doppler shift (Holliday,
1974; Zedel et al., 2003), the use of sonar (Soria et al., 1996;
Patel and Ona, 2009), horizontally pointed beams (Drastik and
Kubecka, 2005), stationary echosounders (Olsen, 1990; Ona
et al., 2007), and vessel comparisons (Fernandes et al., 2000;


Figure 10. Summary of all vessel comparisons of the OD and the MF on walleye pollock backscatter (this study; De Robertis et al., 2008, 2010).
Vessel ratios R (OD/MF) with 95% CIs for 38 kHz pollock backscatter are shown for each experiment. Day and night results are shown
separately for the eastern Bering Sea (EBS), because there is a significant diel difference in that area only. Estimates where the lower confidence
bound exceeds 1.0 indicate that the OD detects significantly more pollock backscatter than the MF. The approximate depth range of the
walleye pollock in each experiment is shown in grey.
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De Robertis et al., 2008, 2010) will likely lead to advances in our
ability to quantify the impacts on abundance estimates of fish reac-
tions to approaching vessels. The challenge will be to adapt these
methods, which have been applied mainly in small-scale studies
and restricted circumstances, i.e. under specific fish-aggregation
patterns, to large-scale acoustic surveys, so that reactions to a
vessel can be monitored routinely throughout a survey.


When conducting an acoustic survey, the reactions of fish to the
vessel do need to be considered. For acoustic surveys of walleye
pollock, this and previous studies (De Robertis and Wilson,
2010; De Robertis et al., 2010) have led to the conclusion that,
in some situations, the noise-reduced OD detects more backscatter
from walleye pollock than the conventional MF. The current study
was designed to detect vessel-specific behaviour rather than to
determine the stimuli that cause such behaviour, but radiated
noise is a reasonable hypothesis because the OD emits substan-
tially less noise than the MF over the hearing range of pollock
(De Robertis et al., 2008; Mann et al., 2009). However, the form
of the relevant acoustic stimulus is unclear; consideration of
vessel noise has focused primarily on sound pressure as measured
in the far field, but other acoustic stimuli such as low-frequency
particle motion may be more relevant to fish-avoidance reactions,
particularly in the nearfield (Sand et al., 2008). The diel and
regional differences in avoidance behaviour reported here
suggest that surveys can be timed for when and where the stock
is least reactive, e.g. for walleye pollock in the eastern Bering
Sea, during daylight. Overall, vessel-specific differences cannot
be explained easily, likely because of the many interacting factors
influencing the response. Nevertheless, it is clear that there is
potential for a vessel effect, and biases may be introduced into a
survey time-series when survey vessels are replaced (or if fish
change their behaviour to the same vessel). To minimize these
biases, new methods need to be developed to estimate the
impact of behavioural reactions by fish to a survey vessel
continuously.
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INTRODUCTION


Avoidance of approaching research vessels by fish is an important 
source of uncertainty in fisheries resource surveys. Vessels produce 
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noise at frequencies where fish hearing is most sensitive, and this 
underwater radiated noise is thought to be the primary stimulus for 
vessel avoidance. to minimize vessel avoidance, international standards 
for noise emission by research vessels have been established. Although 
vessels meeting these criteria are now in service, the effectiveness of 
reduced noise on vessel avoidance is poorly understood. 


the newly constructed noise-reduced noAA ship oscar dyson 
(od) will be used to complement the role of the conventional noAA 
ship Miller Freeman (MF) in conducting acoustic surveys of walleye 
pollock Theragra chalcogramma in Alaska. Because OD was designed 
to minimize underwater noise to reduce vessel avoidance responses, 
whereas MF was not, it is possible that biomass estimates derived 
from these vessels differ. thus, an intervessel comparison (iVC) 
experiment was conducted to establish whether pollock differentially 
avoid these two ships.


METHODS


the iVC experiment was conducted in the eastern Bering sea (EBs) 
during 3-13 July 2006 over bottom depths less than ~140 m. the 
experimental design required that the vessels travel side by side 
along transects at a separation distance of 0.5 nmi (side by side), and 
at other times, the vessels follow each other at a distance of 1 nmi 
along shorter transects (follow the leader). Vessel speed was 12 knots. 
The experiment was conducted in conjunction with the EBS biennial 
acoustic pollock survey and thus needed to minimally impact efforts 
to complete the survey with MF while also collecting iVC data. 


Acoustic data were collected on both vessels using calibrated 
simrad split-beam Ek60 echosounders operating at 18, 38, 120, and 
200 kHz. The backscatter was primarily assigned to pollock (82.5%) 
or to a near ocean-surface mix (17.0%) likely composed of jellyfish, 
macrozooplankton, and age 0 pollock. Statistical analysis of data 
followed the approach developed by kieser et al. (1987) where a vessel 
ratio (R), derived from backscatter estimates from each vessel, was 
used to test for differences in pollock and mix backscatter between 
vessels. When r > 1, od acoustic estimates exceeded those of MF, 
when r < 1, the reverse was true, and when r = 1, no difference was 
detected between od and MF. 


RESULTS


Vessel ratio estimates were not significantly different from 1 for total 
adult pollock (i.e., integrated over entire water column) and near-
surface mix. Furthermore, no significant relationships were detected 
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between estimates of vessel ratio and geographic location, fish depth, 
pollock backscatter intensity, or time of day in both the side-by-side 
and follow-the-leader data. Whichever vessel took the lead position 
had no effect on the near-surface mix or total adult pollock vessel 
ratio estimates. This was not the case when the adult pollock analysis 
was stratified by depth. That is, when OD led, R exceeded 1 in the 
shallow strata and was less than 1 in the deep strata. in contrast, 
when MF led, R was close to 1 in all strata; this was also the case 
for the side-by-side data. These data suggest that fish redistributed 
themselves from the upper to the lower portions of the water column 
following passage (and enumeration) by od, but they did not respond 
to MF.


DISCUSSION


overall, no differences were detected in vessel avoidance, which would 
impact echo integration results of adult pollock. However, analysis of 
pollock depth distributions from both vessels suggested that for fish 
at depths less than 90 m, there was a comparatively larger diving 
response to od, with the reaction occurring primarily after vessel 
passage. the fact that more diving was detected from the quieter ship 
was surprising and raises concern regarding current understanding 
about vessel avoidance of noise-reduced vessels. Because the change 
in vertical distribution appeared to occur after the fish had been 
detected by the echosounder, the reaction should not influence echo 
integration measurements. these results indicate that use of od 
rather than MF is unlikely to bias the EBS acoustic-trawl survey 
time series due to differences in vessel avoidance for adult pollock. 
More IVC work is underway to determine whether these results are 
typical for juvenile as well as adult pollock in other situations and 
under different environmental conditions.
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Silent ships do not always encounter more fish: comparison
of acoustic backscatter recorded by a noise-reduced
and a conventional research vessel
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The extent to which fish avoid approaching research vessels is an important source of uncertainty in fisheries surveys. Vessels radiate
noise at the frequencies where fish hearing is most sensitive, and noise is thus thought to be the primary stimulus for vessel avoidance.
In an effort to minimize vessel avoidance, international standards for noise emission by research vessels have been established.
Although vessels meeting these criteria are now in service, the effectiveness of noise quietening on vessel avoidance remains
poorly understood. The new, noise-reduced, RV “Oscar Dyson” (OD) will augment the conventionally constructed research vessel,
“Miller Freeman” (MF) and serve as the primary platform in conducting acoustic surveys of walleye pollock (Theragra chalcogramma)
in Alaska. To investigate whether noise-reduction measures result in differential avoidance, which would bias the pollock abundance
time-series, we conducted an inter-vessel comparison of acoustic backscatter recorded by OD and MF during a survey of walleye
pollock in 2006 in the eastern Bering Sea. Overall, we found no evidence for differences in vessel avoidance that would impact the
echo integration results of adult pollock. Analysis of pollock depth distributions from both vessels suggests that there is a compara-
tively greater diving response to OD, with the reaction taking place primarily after the vessel has passed and for fish shallower than
90 m. Given that the change in vertical distribution is after the fish have been detected by the echosounder, this reaction should not
influence echo-integration measurements. The results indicate that use of the OD rather than the MF is unlikely to bias the Bering Sea
survey time-series through changes in vessel avoidance by adult walleye pollock.
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Introduction
Reports in the literature suggest that, under some circumstances,
fish detect, react to, and avoid approaching vessels, leading to
concern that vessel avoidance will bias fisheries stock-assessment
surveys. A body of work (reviewed in Olsen, 1990; Mitson, 1995;
Misund, 1997; Fréon and Misund, 1999; Mitson and Knudsen,
2003) has demonstrated that fish can respond to approaching
vessels, often by diving towards the seafloor or by moving horizon-
tally out of the vessel’s path, with reactions often initiated well
before the vessel passes over the fish. Avoidance behaviour
appears to be variable, with the same species exhibiting strong
avoidance reactions to vessels in some cases and no response in
others (Misund, 1997; Fréon and Misund, 1999; Vabø et al.,
2002; Skaret et al., 2005). For fish to avoid a vessel at a distance,
the stimulus triggering avoidance must propagate away from the
vessel so that it is detected by the fish before the vessel arrives.
Given that sound propagates a long distance in water, and that
fish are generally most sensitive to low-frequency sounds in the
range of 10–500 Hz, which coincides with the frequency range


at which the underwater sound radiated from ships is most
intense, the stimulus for this avoidance behaviour is thought to
be auditory (Engås et al., 1995; Mitson, 1995; Popper, 2003).


Vessel avoidance has the potential to introduce uncertainty and
bias in abundance indices, and remains one of the most poorly
understood components of error in many fisheries-independent
surveys (Misund, 1997; Fréon and Misund, 1999). It is a particular
concern for acoustic surveys, where fish abundance is measured in
a narrow (typically �7–128) downward-looking beam, and fish
can travel outside of the beam by making small horizontal
motions. If fish dive in response to a vessel, they can also enter
near-bottom strata where they cannot be detected by echosoun-
ders (Ona and Mitson, 1996). Additionally, the acoustic reflectiv-
ity of fish at frequencies used for acoustic surveys depends strongly
on their orientation relative to the echosounder beam (Foote,
1985; Hazen and Horne, 2004), and diving responses can change
the backscatter from fish detected in the beam (Aglen, 1994).
Therefore, even modest behavioural responses to an approaching
vessel can have a sizable impact on acoustic-survey results.
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The concern that vessel noise induces fish avoidance led to the
formulation of recommendations for maximum underwater-
radiated noise levels produced by research vessels by the
International Council for the Exploration of the Seas (ICES;
Mitson, 1995). These recommendations include guidelines for
low-frequency noise limits to minimize fish avoidance reactions,
and also higher frequency limits intended to maximize the per-
formance of acoustic instruments used during fisheries surveys.
The specific specifications related to radiated noise were made
based on the hearing capabilities of Atlantic herring (Clupea har-
engus) and Atlantic cod (Gadus morhua), which have sensitive
hearing, and the recommendation is therefore expected to mini-
mize noise-induced vessel avoidance for other species as well.
The recommended vessel-noise limit is such that most species
are expected not to react to sound produced by the vessel at dis-
tances .20 m. The ICES report presented a method to compute
acceptable levels of vessel noise based on the assumption that
fish avoid the vessel when noise levels exceed their hearing
threshold by 30 dB. This reasoning can be applied for any
species where hearing thresholds are known. In practice, the rec-
ommendations for cod and herring at a vessel speed of 11 knots,
hereafter referred to as the ICES recommendation, have been
used as a contractual benchmark the specification and construc-
tion of new research vessels.


Several vessels have been constructed to comply with the ICES
radiated-noise limits. Specialized vessel designs, including quiet
hull designs, diesel-electric propulsion, and fixed-pitch propellers,
have resulted in substantial reductions in noise levels over a wide
frequency range (10–50 kHz), compared with previous research
vessels (Mitson and Knudsen, 2003). Although several nations
have invested in vessels conforming to ICES recommendations
for radiated noise, there have been few studies evaluating the effec-
tiveness of noise-reduced vessels in terms of reducing fish avoid-
ance. A comparison of echo-integration measurements from a
noise-reduced vessel and a quiet, autonomous, underwater
vehicle indicated similar herring biomass (Fernandes et al.,
2000). This observation was interpreted as a lack of fish avoidance
to the vessel, but it is unclear whether the herring would have
avoided a noisier conventional vessel, making it difficult to evalu-
ate whether noise-reduction altered vessel avoidance in this case.
A recent study (Ona et al., 2007) comparing avoidance reactions
of over-wintering herring to a conventional research vessel with
those to a larger, noise-reduced research vessel revealed that
although echosounders aboard both vessels detected similar back-
scatter, the herring performed stronger diving responses when
approached by the noise-reduced vessel. This indicates that the
stimuli causing vessel avoidance, and therefore the efficacy of
noise-reduction in minimizing avoidance responses under survey
conditions remains poorly understood.


The US National Oceanic and Atmospheric Administration
(NOAA) is currently building a class of four noise-reduced,
fisheries-research vessels intended to conform to the ICES specifi-
cations for underwater-radiated noise (Bahtiarian, 2005). The first
of these, the RV “Oscar Dyson” (OD), is operating in the North
Pacific, where it is scheduled to continue a long time-series
of acoustic-abundance surveys of walleye pollock (Theragra
chalcogramma; Wespestad and Megrey, 1990; Honkalehto et al.,
2002) traditionally conducted by the conventional RV “Miller
Freeman” (MF). These surveys are used to manage a sizeable
fishery in Alaska, particularly in the eastern Bering Sea (Bailey
et al., 1999). The extent to which pollock respond to approaching


survey vessels remains unclear. Observations from a buoy-
mounted echosounder indicate that avoidance reactions occur in
some but not all instances (C. Wilson, unpublished data).
Moreover, there is an indication that pollock avoid vessels
engaged in trawling more than they do free-running vessels (De
Robertis and Wilson, 2006). The “Oscar Dyson” was designed to
minimize low-frequency, underwater-noise emission to reduce
vessel-avoidance, whereas the “Miller Freeman” was not, so
there is concern that biomass indices derived from the two
vessels will not be equivalent. To ensure consistent survey results
from the two vessels, we undertook an inter-vessel comparison
designed to establish if pollock avoid the two ships to a different
extent.


Material and methods
Research vessels
The NOAA research ships “Oscar Dyson” and “Miller Freeman”
are stern trawlers built for fisheries research. Although they are
of similar length, the RV “Oscar Dyson” has �30% more displa-
cement and �40% more horsepower (Table 1). This vessel was
designed to meet the ICES noise-specification maxima and is
equipped with noise-control measures such as diesel-electric pro-
pulsion, a large fixed-pitch propeller, and sound-dampening
material (Bahtiarian, 2005). The RV “Miller Freeman”, on the
other hand, is conventionally built with geared diesel propulsion,
but was retrofitted with a new propeller, which reduced the
radiated noise signature, particularly at high frequencies
(Gonzalez et al., 1999). Noise measurements at US Navy installa-
tions indicated that auxiliary machinery made minor contri-
butions to radiated noise, and that the propulsion plant and
propeller were its primary sources on both vessels (Gonzalez
et al., 1999; Thomas and Bradley, 2005; Harmina, 2007).


The RV “Miller Freeman” exceeds the ICES noise-specification
maxima at frequencies ,2000 Hz which are thought to cause
avoidance reactions by fish (Mitson, 1995), but it meets the
ICES recommendation at the higher frequencies specified to maxi-
mize echosounder performance (Figure 1). OD met the ICES rec-
ommendation for radiated noise when it was delivered in 2004, but
exceeded the recommendation at several low-frequency bands
when re-measured in 2006 and 2007 before and after the experi-
ment (Figure 1). The variability in these repeated measurements
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Table 1. General specifications of NOAA ships “Miller Freeman”
and “Oscar Dyson”.


Parameter RV “Miller
Freeman”


RV “Oscar
Dyson”


Year launched 1967 2003


Length (m) 65.5 63.8


Breadth (m) 12.8 15.0


Maximum draft with
centreboard retracted (m)


6.4 6.0


Full load displacement (t) 1 920 2 479


Main propulsion Geared diesel Diesel electric


Horsepower 2 150 3 084


Propeller arrangement Single controllable
pitch


Single fixed
pitch


Propeller blades 4 5


Propeller diameter (m) 3.1 4.3


624 A. De Robertis et al.







highlights the difficulty of maintaining the noise signature of noise-
reduced research vessels over time. After the 2006 tests, but before
the vessel comparison, degrading vibration isolation mounts on
the diesel generators on OD were identified and replaced because
they provided a path for noise to travel to the hull and to radiate
into the water. However, when radiated noise was measured again
in April 2007, the 16 Hz one-third octave band level exceeded the
ICES specification by �8 dB, and the 31.5 Hz band exceeded the
ICES recommendation by �3 dB. Further testing indicates that
the 16 Hz level is attributable to propeller-blade rate, whereas the
31.5 Hz level is due to the propulsion generators (Edward
Bradley, US Navy, pers. comm.). Our experiment was conducted
between the 2006 and 2007 measurements, and the precise radiated-
noise level at the time of the experiment is unclear. Given the
temporal variability in radiated noise produced by OD, and the
fact that the radiated noise produced by MF has likely changed
since noise measurements were made in 1999, these noise signatures
(Figure 1) should be viewed as approximate. Despite the uncer-
tainty in the exact noise signature of the vessels during the compari-
son, it is reasonable to conclude that OD is much quieter than MF
over a broad frequency range.


The method in Mitson (1995), parameterized with laboratory
measurements of the hearing sensitivity of walleye pollock (A.
Popper and D. Mann, pers. comm.), predicts that pollock will
avoid MF at a range of �75 m and OD at a range of 20 m in
response to radiated noise levels at �100 Hz when the vessels
are travelling at 11 knots. Although there are several assumptions
inherent in these calculations, the predicted distances illustrate the
potential for pollock to exhibit differential avoidance responses to
the two vessels according to differences in underwater-radiated
noise levels as the vessels approach.


Study design
An inter-vessel comparison of MF and OD was conducted between
3 and 13 July 2006 concurrent with the National Marine Fisheries
Service biennial survey of walleye pollock (Honkalehto et al., 2002)
on the eastern Bering Sea shelf conducted by MF (Figure 2a). The
vessels surveyed at �12 knots, MF using the standard survey shaft


rpm and propeller-pitch settings used during this survey (185 rpm,
80% pitch), and OD adjusting shaft rpm to match MF’s speed. The
weather during the experiment was mild, with wind speeds ranging
from �2 to 22 knots (x̄+ s.d., 13.9+ 4.6), and wave heights
,2 m. The experimental design included a component in which
the vessels travelled side by side at a constant separation distance
(side-by-side transects), and a component in which the vessels fol-
lowed each other along short transects (follow-the-leader trans-
ects). The side-by-side measurements were made at a separation
of 0.5 nautical miles (hereafter referred to simply as miles) along
three 170–214-mile transects spaced 20 miles apart as part of the
acoustic survey (transects 22–24 in Figure 2). These transects
were conducted using standard procedures (Honkalehto et al.,
2002), including collecting acoustic data only during daylight. An
additional 215-mile transect was added as the vessels returned to
port (transect 23.5 in Figure 2b), but only �66% of this transect
was conducted during daylight because of time constraints. For
the side-by-side work, the OD was randomly offset 0.5 miles
either east or west of the pre-planned MF survey trackline.


The vessel-separation distance for the side-by-side transects
was chosen so that noise from MF was not expected to influence
the radiated noise near OD, the quieter vessel. At the closest sep-
aration distance of 0.5 miles, noise from the adjacent vessel is
subject to �60 dB in propagation loss (assuming spherical spread-
ing), which is substantially more than the difference in radiated
noise between the vessels (Figure 1). Therefore, it is unlikely that
the presence of the accompanying vessel substantially altered the
radiated noise field near either vessel during the experiment.


At 10 locations along the survey trackline, the side-by-side
comparison was interrupted to conduct dedicated experiments
(101–110; Figure 2b) in which the vessels took turns “following
the leader”. The vessels conducted 5.0-mile east- or west-heading
transects, with one vessel leading at a distance of �1.0 mile
(Figure 2c). Between 5 and 20 transects were conducted during
each experiment, a total of 101 transects. Preliminary analysis in
the field after the first 36 transects hinted at lower estimates of
echo abundance from the trailing vessel, potentially through absorp-
tion from bubbles caused by the wake of the leading vessel. As a


Figure 1. Underwater radiated-noise signature of the NOAA RVs “Miller Freeman” and “Oscar Dyson” at speeds of 11 knots plotted along
with the ICES recommendation for maxima for RV-radiated noise. The sound-pressure levels have been converted from the one-third octave
band to 1 Hz bandwidth measurements following the practice of Mitson (1995). This calculation assumes that the power distribution is
uniform within each band. Narrowband tones within a one-third octave band will exceed that shown.
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consequence of this possible “lead effect”, the trailing vessel was
displaced 0.1 mile to the starboard side of the leading vessel in
the last 65 transects (experiments 105–110) to avoid the wake of
the leading vessel (Figure 2d). Vessel lead was assigned at
random for each follow-the-leader transect. These transects were
conducted during both daylight and darkness.


The identity of echosign suspected to be pollock was confirmed
by targeted fishing with a midwater Aleutian wing trawl
(Honkalehto et al., 2002) on both vessels. A trawl haul was made
by at least one vessel, and on seven occasions by both vessels,
after each follow-the-leader experiment. Additional trawls were
conducted at five locations along the side-by-side tracklines.
Pollock dominated all catches, accounting for an average of
95.5% of catch by weight, with a range of 78–100%. The pollock
were primarily adults, with some 97.5% of pollock in each catch
exceeding a fork length of 30 cm (range of 81–100%).


Acoustic-data collection
Both ships were equipped with 18, 38, 120, and 200 kHz Simrad
split-beam EK60 echosounders (reference to trade names does
not imply endorsement by the National Marine Fisheries
Service, NOAA). The transducers (models ES18, ES38-B,
ES120-7C, ES200-7C) were mounted on retractable centreboards
at depths of �9.1 m, which reduces bias in echo-integration
measurements caused by shallow bubble layers (Dalen and
Løvik, 1981; Ona and Traynor, 1990). The Simrad ER60 pro-
gramme (version 2.1.2) was used to configure and control the
echosounders on both vessels. The echosounders were operated
at power settings recommended by the manufacturer (Simrad,
2002) to minimize range-dependent losses attributable to harmo-
nic distortion (Tichy et al., 2003). User-selectable parameters such
as pulse length (1 ms), ping interval (1 s– 1), sound speed
(1470 m s– 1), frequency-dependent absorption coefficients, and


Figure 2. Experimental design. (a) Location of the experiment, which is shown in detail in (b)–(d). (b) Side-by-side transects (22–24, 23.5)
and follow-the-leader experiments (101–110), arrows indicating the direction of travel. (c) Details of experiment 104 overlaid on a portion of
transect 22. Each point is the start of a 0.1-mile segment. Arrows on the first two transects indicate the direction of travel. The large symbols
indicate the position of the lead vessel when the trailing vessel starts on each transect. (d) Details for experiment 107, where the following
vessel was displaced laterally to starboard by 0.1 nautical mile.
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bottom-detection parameters were set to the same values for both
vessels. Other acoustic instruments were either turned off or
synchronized to the EK60 echosounders to avoid acoustic
interference.


The on-axis sensitivity of the echosounders was calibrated
using the standard-sphere technique (Foote et al., 1987) on
several occasions during the survey. For the MF, calibrations
were conducted on four occasions between 4 June and 25 July.
For the OD, calibrations were conducted at the beginning and
end of the comparison experiment, although two replicate
measurements at 38 kHz were conducted each time. To evaluate
the impact of a potential “sphere effect” attributable to the use
of different standard spheres aboard the two vessels, we calibrated
the 38 kHz echosounder aboard the MF with each of the spheres
previously used to calibrate either ship. In addition, the “lobes”
polynomial calibration method (Simrad, 2003) was performed at
each calibration to monitor for changes in beam pattern during
the experiment.


The MF’s 18 kHz echosounder exhibited noise at short ranges,
probably through ringing after the transmit pulse or detection of
back-radiation of the transmitted pulse. This problem has been
identified as a defect in the transducer, and although it limits
short-range (,40 m) data analysis using the integration threshold
applied in this study, it does not affect the data analysis at longer
ranges. In addition, the 200 kHz system aboard MF appeared to
have a range-dependent bias. Compared with other frequencies
on the same vessel, as well as the 200-kHz system aboard OD,
the echo intensity at 200 kHz decreased substantially with depth
(Hjellvik and De Robertis, 2007). Because of these problems,
18 kHz data shallower than 40 m, and all of the 200 kHz data,
were excluded from further analysis.


Acoustic-data processing
Acoustic data were post-processed using Sonardata echoview
version 3.50.54. The mean values (averaged in linear units) of inte-
gration gain from all available calibrations were applied to each
frequency. The manufacturer-supplied estimates of equivalent
beam angle (EBA) were adjusted by the square of the ratio of
the sound speed observed under nominal field conditions
(1470 m s– 1) and during Simrad’s transducer calibration to
make a first-order correction for the effects of sound speed (cf.
Demer, 2004). The backscatter was primarily assigned to two cat-
egories: pollock and a near-surface class (mix) whose identity
remains poorly characterized but is thought to consist primarily
of jellyfish, macrozooplankton, and age-0 pollock. When com-
bined, the pollock and near-surface mix categories accounted for
97.5% of the water-column backscatter (82.5% pollock, 17.0%
mix). Pollock occurred in a wide range of echosign types
ranging from scattered fish to dense schools, whereas the near-
surface mix class appeared as a continuous band in the upper
40 m. Usually, echosign assignment was straightforward owing
to the clear vertical separation of these classes. However, at times
a portion of the pollock ascended at night into near-surface
waters, where the mix was located (Figure 3). Efforts were taken
to minimize the impact of subjective judgements on echosign
classification: one person inspected and compared all the echo-
grams from the two vessels as they were displayed simultaneously,
and the boundary lines separating the two classes in the MF data
were overlaid on the OD data, and were used to guide the final
assignments for the OD data.


An integration threshold of 270 Sv was applied at 18 and
38 kHz, and a 260 Sv threshold was used at 120 kHz to suppress
low-intensity but persistent backscatter attributable to scattering
from zooplankton that overlapped with the pollock backscatter.
In some areas at the beginning and end of the side-by-side trans-
ects where very few pollock were present, the plankton backscatter
was observed above the –60 dB integration threshold. These areas,
�40% of the total trackline for the side-by-side transects, were
excluded from further analysis. To ensure consistent spatial cover-
age across frequencies, we also did not analyse the areas contami-
nated by plankton backscatter at 18 and 38 kHz.


Bottom depths in the areas retained for analysis averaged
122.5 m and ranged between 101.6 and 136.8 m. Acoustic data
from 15 m from the surface to 3 m off bottom were integrated
at a 1-m vertical and 0.1-mile horizontal resolution. Data within
3 m of the bottom were excluded so that the results would
conform to the data used for stock-assessment purposes
(Wespestad and Megrey, 1990). In addition to the water column
integrations, echoes from the seafloor were integrated. These
bottom integrations were used to compare echosounder perform-
ance independently of the on-axis calibration (Johannesson and
Mitson, 1983). The bottom-integration zone was defined by
extending from the sounder-detected bottom to 25 m below this
point.


Statistical analysis
The analysis was conducted following the approach developed in
Kieser et al. (1987). The echo-integration measurements were
modelled as


sA;i;j ¼ ajri1i;j; i ¼ 1; . . . ; n; j ¼ OD, MF; ð1Þ


where sA,i,j is the nautical-area scattering coefficient (sA,
m2 mile22) recorded at transect segment i by vessel j, ri the true
fish density at transect segment i, aj a vessel-specific scaling
factor, and 1i,j lognormally-distributed random noise. We were
interested in the vessel ratio R = aOD/aMF. Defining


di ¼ lnðsA;i;ODÞ � lnðsA;i;MFÞ ¼ lnðaODÞ � lnðaMFÞ þ ei; ð2Þ


where ei = ln(1i.OD) – ln(1i.MF) is normally-distributed random
noise,


R̂ ¼ expð�dÞ; ð3Þ


where �d ¼ n�1
Pn


i¼1 di is an unbiased estimate of R. Assuming no
autocorrelation in di, the 95% confidence interval (CI) for R is
expð�d + tn�1;0:025sdn�1=2Þ where tn – 1,0.025 is the 2.5% quantile of
the t-distribution with n–1 degrees of freedom.


At a 0.1-mile horizontal resolution, the observed dis were highly
autocorrelated, so we aggregated the sA in EDSUs (elementary dis-
tance sampling units) of five miles. For the side-by-side transects,
this was done by defining every 50th 0.1-mile segment as starting
points for the OD EDSUs, and taking the 0.1-mile segments for
MF that were closest in time to the starting points for the OD
EDSUs as starting points for the MF EDSUs. For the
follow-the-leader experiments, the EDSUs were defined as the
individual five-mile transects. EDSUs with mean sA, 20 for a
given class for one or both vessels were excluded because at very
low densities, di can easily become very large or very small if
one vessel happens to detect fish that the other vessel does not.


Acoustic backscatter recorded by noise-reduced and conventional RVs 627







Also, at low sA, there is less confidence in the species assignment.
After excluding the areas containing obvious plankton backscatter
at 120 kHz, such low density EDSUs only occurred for the surface
mix (47% and 23% of the side-by-side and follow-the-leader
EDSUs, respectively) and pollock shallower than 80 m (27% and
24%, respectively).


The ratio R was estimated for pollock and for the near-surface
mix. For pollock, it was also estimated separately for fish situated
below or above 80 m deep to test for depth-dependence. We
explored the dependence of the vessel ratio on various explanatory
variables by examining scatterplots and linearly regressing the di


values for the side-by-side transects and the follow-the-leader
transects separately on these variables. The variables considered
were latitude, longitude, mean pollock depth (see below), pollock-
backscatter intensity, and the altitude of the sun above the horizon.
For these exploratory analyses, we estimated pollock depth and
backscatter intensity by averaging the results from both vessels
over each EDSU.


The mean pollock depth for each EDSU was calculated as


�D ¼
P


D D� sA;DP
D sA;D


; ð4Þ


where D = 16, 17, . . . is depth (m), and sA,D is the sA in the depth
interval from D–1 to D. The p% depth quantiles qp (p = 10, 20,
. . ., 90) of the fish distribution were also calculated by linear
interpolation between D+ and D+21, where D+ is the shallowest
depth, such that


XDþ


D¼16


sA;D . 0:01p
XDmax


D¼16


sA;D: ð5Þ


Depth distributions were computed for all EDSUs. In two of
the follow-the-leader transects, one vessel detected a very large


school that the other vessel did not. These transects were
omitted from the analysis of the depth distribution.


As an alternative form of echosounder intercalibration, we
adjusted the vessel ratios such that the strength of the echo from
the bottom during the follow-the-leader experiments would be
the same for both vessels. The analysis of the bottom echo is pre-
sented in detail in Hjellvik and De Robertis (2007) and so is treated
only briefly here. Probably because of changes in the mean angle of
incidence between the acoustic beam and the bottom, vessel atti-
tude, particularly vessel list, biased the bottom echo, so we only
used five-mile sections where the mean list on both vessels was
,18 to compute the scaling factor.


The bottom-corrected, vessel-ratio estimate, R̂corr, was scaled as
follows:


R̂corr ¼ R̂obs � ðR̂bot � 1Þ; ð6Þ


where R̂obs is the observed vessel ratio, and R̂bot is the vessel ratio
computed from the bottom echoes. This procedure is analogous to
calibrating the echosounders such that the same frequency instru-
ments will report the same bottom-backscatter strength.


Results
Echosounder calibrations
On-axis calibrations were successfully accomplished for both ships
except one case for the MF 18 kHz system, during which the
appearance of high densities of fish in near-surface waters
degraded the calibration results. That calibration was not included
in further analyses. The on-axis calibrations exhibited high pre-
cision over the study period: if we had chosen to apply any of
the individual calibrations rather than the average of all calibra-
tions, we would expect deviations of ,1–4% from the observed
sA, depending on frequency (Figure 4). Repeating the 38 kHz cali-
bration aboard MF with both standard targets indicated that echo
integration using either calibration result would lead to differences


Figure 3. Examples of 38 kHz echosign during the day (left) and at night (right). The horizontal green lines separate backscatter assigned to a
shallow near-surface species mixture, and the echosign from walleye pollock in the deeper strata. Vertical lines represent integration intervals
of 0.1 mile.
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of ,2% in echo-integration measurements. This is consistent with
the precision observed in repeated measurements on the same
sphere (Figure 4), and it indicates that the use of different standard
targets aboard the two vessels did not substantially influence cali-
bration results. The beam-pattern estimates produced by the
“lobes” procedure did not suggest any changes in beam pattern
or echosounder performance during the study period.


Vessel-ratio R
We evaluated the validity of the two assumptions used in the
vessel-ratio analysis: (i) di is not autocorrelated, and (ii) d̄ is
t-distributed. The first lag autocorrelations for di for the EDSUs
of the side-by-side transects were 20.18, 20.16, 0.21, and 0.44
for transects 22, 23, 24, and 23.5, respectively. The last number
was barely significant at a 5% level, the others were not. For all
of the ten follow-the-leader experiments, the first-lag autocorrela-
tion was not significant. Overall, this indicates that the assumption
of zero autocorrelation was largely met. Falsely assuming zero
autocorrelation would result in CIs that were too narrow. The dis-
tribution of di had heavier tails than the normal distribution, and
the Shapiro–Wilk normality test applied to di for all transects
joined together yielded a p-value ,10– 9. However, CIs of the
mean R rely on d̄ being t-distributed rather than di being normally
distributed, and according to the central-limit theorem, this may
well be the case. To evaluate the validity of this assumption, we
applied the t-test on 100 000 samples of size n = 186 (the
number of dis) drawn with replacement from the mean adjusted
set {d0i = di – d̄}. At the 5% level, the null hypothesis of d̄0 = 0
should then be rejected in 5% of the cases if d̄ is t-distributed.
It was rejected in 5.098% of the cases, so we conclude that the non-
normality of the dis is not strong enough to invalidate the CIs.


The suspected “lead effect” that led to the modification of the
experimental design where the trailing vessel was displaced later-
ally by 0.1 mile turned out to be weak. On average, the lead
vessel detected slightly more pollock than the trailing vessel
before the modification, although this was not significant (d̄i


L =
0.13; p . 0.05), but significantly less after the modification (d̄i


L


= 20.08; p , 0.05). Here, di
L is defined as di in Equation (2),


but with OD and MF replaced as lead-vessel and trailing-vessel,
respectively. The effect is weak, and both vessels took the lead
approximately the same number of times, so a potential lead
effect should not have much influence on the overall vessel-ratio
estimates from the follow-the-leader experiments.


The estimated vessel ratio was dependent on echosounder fre-
quency for both pollock and the near-surface mix (Figure 5a), with
several instances where the 95% CIs excluded one, suggesting sig-
nificant differences between vessels. However, these differences
were frequency-dependent, making them difficult to interpret.
For example, MF appeared to detect less backscatter from
pollock and near-surface mix at 38 kHz over the entire water
column. However, the pattern in the bottom integrations exhib-
ited area exhibited a similar trend in frequency to that observed
for pollock (Figure 5a), indicating that these differences may be
due to instrumentation bias rather than differential vessel avoid-
ance by pollock.


When the bottom-ratio adjustment was applied (Figure 5b),
the results appeared more consistent across frequencies. The
95% CI for the vessel ratio included one in all six cases examined
for pollock and three of four cases examined for the near-surface
mix. This suggests that if the bottom adjustment corrected for
echosounder differences that were not captured in the on-axis
calibrations, both vessels observed equivalent backscatter from
pollock and the near-surface mix. No significant relationships


Figure 4. Results of on-axis calibrations. Each point represents the effect of using a single on-axis sphere calibration on sA measurements
reported here compared with applying the mean integration gain (Gain) from all calibrations combined, as has been applied in this study.
Results are expressed as percentage deviation = [2(Gain 2 Gain)/Gain) � 100, where Gain corresponds to the on-axis integration gain in
linear units. The calculation accounts for the two-way effects of integration gain on echo integration. Although four calibrations were
conducted at 38 kHz for “Miller Freeman”, in two of the cases, results were similar, so just three distinct points are visible.
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between vessel ratio and latitude, longitude, fish depth, pollock
backscatter intensity, or altitude of the sun were detected. The
regression r2 was ,0.03 for all comparisons in both the side-
by-side and the follow-the-leader transects, and the regres-
sion slopes were not significantly different from zero (p . 0.1
in all cases).


For the near-surface mix and total pollock, there was little evi-
dence that the observations depended on which vessel was in the
lead (Figure 5). In contrast, for depth-stratified pollock, there
was a strong “lead effect” at all frequencies. At 38 kHz when
OD was leading, the vessel ratio R̂ was �1.7 at depths ,80 m
and close to 1.0 at depths .80 m, whereas when MF was
leading R̂ was close to 1.0 in both cases (Figure 5b). This shift
in R̂ from strongly positive in the upper water column to slightly
negative at greater depths when OD led may indicate a displace-
ment of fish from the upper to the lower water column, this
change occurring between the time OD’s transducer measured
the fish and the time MF arrived �5 min later. To further
address this hypothesis, we examined the vertical distribution
of backscatter.


Vertical distribution
The vertical distribution of pollock echosign was similar for
both vessels during the side-by-side transects and the follow-the-
leader transects when MF led (Figure 6). The difference in mean
pollock-backscatter depth observed by the two vessels
(depthOD2depthMF; mean+ 95% CI) was 0.20+ 0.80 m for
the side-by-side and –0.34+ 0.72 m for the MF-led transects,
respectively. In contrast, when OD led, pollock backscatter
observed by MF’s echosounder was deeper (–2.51+ 0.88 m).
This change in vertical distribution was not easily discernible
when examining echograms from both vessels, because of the
relatively small depth change and the temporal variability in
the reaction. The depth difference was close to zero in all three
cases for the surface mix (data not shown).


The depth difference when OD led was more pronounced for
pollock located close to the surface. The depths for lower (shal-
lower) quantiles [e.g. the depth of the 10% quantile (q10) rep-
resents the shallowest depth above which 10% of the pollock sA


in the EDSU are encountered] differed more between vessels
than the depths for higher (deeper) quantiles, with pollock


Figure 5. Estimated vessel ratios (aOD/aMF) with 95% CIs calculated using (a) the sphere calibrations, and (b) correction factors based on the
bottom integrations. For the follow-the-leader transects, the vessel ratios stratified by lead vessel are shown as triangles without CIs. The right
panel shows the vessel ratio for the bottom echo. Note that the ratios differ from those in Figure 4 of Hjellvik and De Robertis (2007) because
the equivalent-beam angles in this study have been corrected for the effects of sound speed during measurement and for an error in which
equivalent-beam angles measured on transducers different from those installed on the vessel were accidentally supplied by the manufacturer.
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observed by the trailing MF being consistently deeper (Figure 6).
This analysis suggests that the average vertical displacements
were on the order of seven metres for the shallowest fish encoun-
tered in each EDSU five miles long (Figure 6), with the effect
decreasing for fish deeper in the water column. The relatively
larger increase in depth distribution for fish in shallower water
indicates that pollock may have been diving in response to a stimu-
lus, with pollock in shallower water responding more than those in
deeper water. The diving response was supported by an analysis of
pollock sA in 10 m vertical strata that suggests that when OD led,
MF detected fewer pollock at depths ,90 m (Figure 7). However,
there was no change in the total amount of pollock sA observed
over the water column. This suggests a vertical redistribution of
fish but no change in echo intensity: the pollock in the upper
�90 m had moved down by the time the following MF detected


them five minutes later. No strong patterns in vertical distribution
were observed for the side-by-side measurements, or when the MF
was in the lead (Figure 7).


Discussion
The inter-vessel comparison of pollock and near-surface backscat-
ter measured by the NOAA RVs “Miller Freeman” and “Oscar
Dyson” revealed little overall difference in the abundance of
pollock and near-surface backscatter attributable to vessel avoid-
ance at the time of vessel passage. There were also no strong differ-
ences in the backscatter observed by the two vessels that could be
related to latitude, longitude, mean fish depth, pollock abundance,
or time of day. The measurements were made over an extensive
area and over a broad range of conditions, representative of
most situations encountered during “summer” pollock surveys


Figure 6. Box plots of vessel differences in quantile depths and mean depth of all observed pollock backscatter at 38 kHz for the follow-
the-leader experiments when “Oscar Dyson” led (top) and “Miller Freeman” led (middle), and for the side-by-side transects (bottom). Each box
shows the median (thick bar) with 95% CIs, the mean (circle), and the first and third quartiles (ends of box). For a given EDSU, the q% quantile
is the shallowest depth above which q% of the pollock sA is encountered. For example, the first bar in the uppermost plot indicates that the
shallowest 10% of pollock backscatter in an EDSU five miles long was on average �7 m deeper when observed by MF than by OD when OD
led a follow-the leader transect.
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in the eastern Bering Sea. Our results indicate that for adult
pollock surveyed under these conditions, it is unnecessary to
correct survey-abundance estimates made with OD or MF for
vessel-specific avoidance behaviour. However, this conclusion
applies to adult pollock, because we did not encounter the high-
density schools of juvenile pollock typically found in the area at
shallower depths, depending on the strength of the year class
(Honkalehto et al., 2002).


Although we did not identify differences in pollock or near-
surface mix backscatter attributable to differential vessel avoid-
ance, we did observe small but statistically significant differences
in echo-integration results between the two vessels, particularly


at 38 kHz, the primary frequency used for pollock surveys.
Because these differences were not consistent across frequencies
and were also evident in the bottom integrations, we conclude
that they cannot be attributed to differential vessel avoidance,
but more probably to instrument performance or calibration.
Given the high precision in our on-axis calibrations, we suspect
that the on-axis sphere calibration did not capture the full
extent of uncertainty introduced by the instrumentation.
Because we compared vessels, biases that affect results from both
equally will have little impact on our results. One factor that
may account for the discrepancy between the on-axis calibrations
and the bottom-integration results is the equivalent beam angle


Figure 7. Box plots of the ratio 2sA,MF/(sA,MFþsA,OD) recorded at 38 kHz in 10-m depth layers. Results are shown for pollock for the
follow-the-leader experiments when “Oscar Dsyon” led (top) and when “Miller Freeman” led (middle), and for the side-by-side transects (bottom).
Backscatter has been scaled such that the vessel ratios for the bottom echoes from both vessels are 1. Each box shows the median (thick bar) with
95% CIs, the mean (circle), and the first and third quartiles (ends of box). For each depth layer, only EDSUs where sA,MF .1 and sA,OD .1 were
used. The number of such EDSUs is indicated at the left side of the plot. The vertical distribution of sA for all EDSUs used to compute the vessel
ratios in Figure 5 (including layer sA , 1) averaged over both vessels is given on the right. The ratio 2sA,MF/(sA,MF + sA,OD) is plotted rather than
the simpler (sA,MF/sA,OD), because this ratio is more stable when sA is low. A value ,1 indicates that MF detected fewer pollock than OD.
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(EBA), which was based on manufacturer’s measurements, as is
common practice in fisheries acoustics (Simmonds and
MacLennan, 2005). However, EBA can be affected by the
transducer-mounting arrangement, but cannot be measured
with high accuracy on vessel-mounted transducers (Simmonds,
1990; Reynisson, 1998). The on-axis method does not estimate
EBA, and echo integration measurements such as bottom inte-
gration will reflect inaccuracies in EBA (Johannesson and
Mitson, 1983). The uncertainty in the bottom-ratio adjustment
and sphere calibration is not incorporated in the CIs given for
the vessel ratios but, had it been accounted for, the CIs would
have been slightly wider, which would reinforce our main con-
clusion of similar pollock backscatter from both vessels.


During the follow-the-leader experiments, we observed that,
when OD led, pollock observed by MF were distributed deeper.
This effect was more evident for shallower fish, which is consistent
with a stronger response from fish closer to the surface, as is often
observed during vessel avoidance (Vabø et al., 2002). To help inter-
pret the observation that MF detected fish deeper when OD was
leading, but not vice versa, we consider two simple cases that are
consistent with this observation: the first is that MF affected
pollock depth most, with reaction primarily before transducer
passage, and the second is that OD affected pollock depth most
with reaction primarily after transducer passage. Depth differ-
ences, if any, were minor when the vessels were side by side,
suggesting that the reaction took place primarily after transducer
passage. In addition, the pollock backscatter summed over the
water column did not differ between vessels in both side-by-side
and follow-the-leader transects, suggesting that the change in
backscatter depth was not solely due to changes in target strength
caused by fish close to the surface changing their orientation.
Therefore, we infer that the most likely scenario to explain the
follow-the-leader observations is that pollock dived in response to
OD, the reaction typically after transducer passage. The perturbation
in the depth distribution would have to persist long enough for MF
to detect the change in vertical distribution �5 min after the passage
of OD and, owing to the delay in measurement, perhaps the
response was in fact greater in magnitude than observed by MF.
The observed disturbance by OD would not result in differences
in echo-integration results during a standard survey under the
experimental conditions, because the disturbance takes place after
the transducer has passed the fish. However, perhaps reactions
after vessel passage may alter the way fish interact with trawl gear
towed behind a vessel (Wardle, 1993), potentially changing the
size and composition of the catch (Fréon and Misund, 1999). To
confirm the inference that pollock respond differentially to the
vessels after passage, observations with a stationary echosounder
are required (Godø and Totland, 1996; Ona et al., 2007).


Our interpretation of the echo-integration comparisons
depends on the assumption that the vessels were spaced far
enough apart for the fish not to respond to a stimulus propagating
from the accompanying vessel. For example, if during side-by-side
measurements, the pollock observed by OD were actually respond-
ing to MF or vice versa, this would call both the vessel ratio and the
depth distributions into question. Therefore, the validity of this
assumption is a critical point, but the fact that the results were
similar (i.e. similar vessel ratios) during the side-by-side and
follow-the-leader experiments, where the separation distances
increased from 0.5 to 1 mile, is reassuring, because one would
expect vessel ratios to change with vessel spacing if one vessel influ-
enced fish near the other. Additionally, if the stimulus is radiated


noise, propagation losses should make MF inaudible near OD, and
vice versa, at these separation distances. Finally, observations of
pollock avoidance to MF from a buoy-mounted echosounder
suggest that avoidance behaviour is variable: on occasions where
there was avoidance, subadult pollock did not appear to respond
to MF at distances .500 m (C. Wilson, unpublished data). The
closest vessel-separation distance used in this study was about
twice that distance, suggesting that the fish observed by OD
were unlikely to be reacting to the presence of the MF.


OD emits lower radiated noise than MF over a broad frequency
range, but the follow-the-leader transects suggest that OD creates a
larger response than MF after transducer passage. Although these
results are unexpected, they are similar to the results of another
inter-vessel comparison experiment, where a larger, noise-reduced
vessel observed similar water-column backscatter from herring to
that by a conventional vessel at the time of vessel passage, but
caused a stronger diving response than the louder conventional
vessel (Ona et al., 2007). In that case, the largest differential reac-
tion attributed to diving was also most evident after vessel passage
(Ona et al., 2007). Taken together with our observations, those
results underscore the fact that the stimuli eliciting vessel avoid-
ance behaviour remain poorly understood. The stimulus for the
depth difference observed in our vessel comparison is unlikely to
be radiated noise as defined under the ICES recommendation
(Mitson, 1995), because OD produces much lower radiated
noise than MF over a broad frequency range. Perhaps the stimulus
is primarily auditory, but triggered by other characteristics of the
sound, such as the rate of change of the sound, specific narrow-
band tones, particle acceleration, or low-frequency infrasound
(Enger et al.; 1993; Fréon and Misund, 1999). Fish have well-
developed vision, and visual cues are a possibility. For example,
vessel lights are known to alter fish availability to acoustic-survey
methods at night (Lévénez et al., 1990), but this is unlikely to
explain our results, which span day and night. The pollock may
be responding to visual stimuli from the vessel itself, but it is
hard to understand how a visual stimulus could cause the obser-
vations, because contrast attenuation is likely to limit image-
forming vision, but not light detection, to ranges of 10s of
metres (Douglas and Hawryshyn, 1990). Although the vessels are
of similar length, the OD has �30% more displacement than
the MF, so more power is required to displace more water as the
vessel moves, which may result in a greater disturbance for the
fish to detect. Although the mechanism for such a potential dis-
turbance and its detection by pollock remains unknown, our
observations along with those of Ona et al. (2007) suggest that a
mechanism other than the one-third-octave-band radiated noise
levels underlying the ICES recommendation (Mitson, 1995) influ-
ences fish avoidance of survey vessels.


Although several noise-reduced vessels are now in operation
(Mitson and Knudsen, 2003) and more are planned or under con-
struction, the effectiveness of the measures taken in reducing vessel
avoidance by fish remains poorly characterized. Our results indi-
cate that a carefully designed and executed vessel inter-comparison
is likely to be informative. Vessel inter-comparison is by no means
a new approach (Johannesson and Mitson, 1983; Foote et al.,
1987), but we have adjusted typical protocols by spacing vessels
such that the louder vessel is unlikely to influence the radiated
noise field near the noise-reduced vessel, and by developing a com-
bined side-by-side and follow-the-leader approach. This two-part
approach allowed us to estimate effects during a survey using the
side-by-side data, which reduced concern about the impact of
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which vessel was leading, because this has complicated the
interpretation of previous vessel-comparison studies (Wilson
et al., 2000). The follow-the-leader approach was originally devel-
oped to maximize spatial overlap between areas sampled by the
vessels, but it also turned out to be useful to identify and interpret
the effects after transducer passage.


The vessel-comparison approach has the disadvantage that the
comparisons are relative, and cannot be referenced to an absolute
standard. We can only establish if there are differences in echo-
integration results between vessels, but we cannot distinguish,
for example, whether pollock avoid both vessels to the same
extent before transducer passage, or if pollock are not disturbed
by a vessel passage at all. Another disadvantage of this comparative
approach is that results are specific to differences between the
vessels tested. For example, we cannot infer the extent of avoidance
relative to undisturbed fish, or relative to studies conducted with
other vessels. If such information is required, other approaches
using instruments capable of detecting undisturbed fish are
necessary, e.g. observations using sonars or stationary echosoun-
ders (Fréon and Misund, 1999).


Despite the limitations, the comparative approach is an effec-
tive method of establishing whether switching to a noise-reduced
vessel will introduce major changes in a survey-abundance time-
series. We plan to conduct several additional inter-comparison
studies under different conditions. Pollock are surveyed at differ-
ent seasons, and locations, and the fish are of different size, physio-
logical and reproductive state than those investigated here. By
conducting these additional studies, we hope to establish the
impact of changing vessels on pollock-survey results under these
different conditions. Vessel comparison will be most effective
when it is combined with careful calibration and understanding
of the measurement process.


Overall, we observed little evidence for vessel avoidance that
will impact biomass estimates from echo-integration surveys of
adult pollock during conditions encountered on summer EBS
surveys when OD is used instead of MF. Analysis of depth distri-
butions from both vessels suggests that there may be a compara-
tively stronger diving response to OD, with the reaction mainly
in the upper 80–90 m, primarily after vessel passage. Because
the response to the vessel appears to take place primarily after
the fish are detected in the acoustic beam, this reaction is unlikely
to influence acoustic survey results in this case. This observation
was not anticipated, because the noise-reduced vessel appears to
be associated with increased vessel avoidance. The increased
response to a vessel designed to be stealthy highlights the need
for improved understanding of the causes of vessel avoidance,
and how reactions to vessels can be minimized. Progress on this
front is likely to be made by reconsidering the potential stimuli
produced by vessels in the context of the sensory mechanisms
and behavioural reactions of fish.
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Vessel-radiated noise is traditionally measured at naval acoustic ranges, but lower-cost options are desirable for routine monitoring of
research vessels. Measurements of a noise-reduced research vessel made at a naval noise range are compared to those made using an
experimental mooring equipped with commercially available instrumentation. The measurements from the mooring were precise and
within 2.5 dB of those from the noise range at third-octave bands ,500 Hz. At higher frequencies, direct comparisons were precluded
by an intermittent shaft-related noise present only during the mooring measurements, but previously observed at the navy range. The
agreement between the two methods suggests that simplified, field-deployable hydrophone systems can be used to accurately char-
acterize the noise signatures of research vessels.


Keywords: Noise reduced, radiated noise, research vessel.


Introduction
Recommendations for maximum third-octave band underwater
noise emission by fisheries research vessels have been formulated
under the auspices of the International Council for the
Exploration of the Sea (Mitson, 1995). These include both high-
frequency noise limits to maximize the performance of acoustic
instruments, and low-frequency limits designed to minimize fish
avoidance reactions. The rationale underlying the low-frequency
limits (,1000 Hz) is that fish are capable of reacting to approach-
ing research vessels at distances on the order of 0.1–1 km, which
can affect abundance estimates used for fisheries management
(Mitson, 1995; De Robertis and Handegard, in press).


Vessel-radiated noise is considered the most likely stimulus trig-
gering these reactions due to the low propagation loss of sound
in water and high noise emission from ships in the frequency
range of fish hearing (Mitson, 1995). The low-frequency noise
limit was designed to prevent fishes from reacting to the vessel
at distances exceeding 20 m, assuming that behavioral reactions
occur when fish are exposed to sound pressure levels 30 dB
above their hearing threshold (Mitson, 1995).


These ICES recommendations have led to the construction of
noise-reduced fisheries research vessels designed to minimize
fish avoidance reactions. These vessels produce substantially
lower (generally ,20 dB) underwater radiated noise levels than
their predecessors (Mitson and Knudsen, 2003; Ona et al., 2007;
De Robertis et al., 2008). The limited comparisons of noise-
reduced and conventional research vessels to date have shown
that in some but not all cases, noise-reduced vessels produce
lower fish-avoidance reactions (De Robertis and Handegard, in
press).


Ship radiated noise levels at a given RPM can change over time
(De Robertis et al., 2008, Harmia, 2010), and it is important that
the radiated noise of research vessels used for fish surveys is mon-
itored over the life of the vessel, and noise increases are corrected
when identified. Fisheries agencies have largely relied on measure-
ments made at naval acoustic ranges to quantify vessel-radiated
noise. This approach produces results that should be used when
high accuracy is essential, for example for fulfillment of contrac-
tual obligations. However, measuring ship noise at naval ranges
is costly, and a lower-cost alternative to formal noise ranging is
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desirable to verify that noise-reduced vessels conform to their
design specifications over the long term, and to compare acoustic
characteristics of vessels used in fish surveys.


There has been interest in measurement of ship noise using
portable equipment, and a standard for measurement of under-
water sound from ships has recently been formulated (ANSI,
2009). Radiated noise measurements of research vessels using
portable hydrophone systems have been reported (e.g. Mitson,
1995; Ona et al., 2007, Trevorrow et al., 2008, McKenna et al.,
2012). However, there is substantial uncertainty about the accur-
acy of measurements from simplified temporary installations as
the measurements are generally not validated, and simplified mea-
surements of ship noise can exhibit discrepancies (Wales and
Heitmeyer, 2002) and have proven unreliable in some instances
(Arveson and Vendittis, 2000).


Here we report on an effort to evaluate the feasibility of char-
acterizing the radiated noise level of the NOAA ship “Oscar
Dyson” using moored hydrophones. The results from the
mooring are validated by comparison with measurements made
at the US Navy Southeast Alaska Acoustic Measurement Facility
(SEAFAC), where the “Oscar Dyson” was tested the previous
day. Beyond the comparison, a key finding is that the mooring
results show noise levels 5–10 dB greater (depending on RPM)
than the SEAFAC results for the 500–12 500 Hz frequency
range, while the levels at ,500 Hz compare reasonably well. A
similar elevation in level was observed between two SEAFAC


measurements of the vessel in 2009, which supports the conclusion
that this elevation is associated with an intermittent propeller
shaft-related noise.


Methods
The underway radiated noise of the “Oscar Dyson”, a noise-
reduced diesel-electric 64 m stern trawler (described in De
Robertis et al., 2008), was measured at SEAFAC on 23 October
2011. This facility provides high quality underwater radiated
noise measurements using a permanently installed acquisition
system. Six passes were conducted at 93 propeller RPM (speed
of �5.5 m s21) and four passes at 120 RPM (�6.7 m s21).
Measurements were made simultaneously on the port and star-
board beam aspects, with the vessel passing two moored hydro-
phone arrays at a nominal horizontal range of 128 m
(hydrophone depths 61, 92 and 122 m, water depth of �490 m).
The depression angles from the vessel to the hydrophones (i.e. a
in Figure 1) were nominally 258, 358 and 448. One-third-octave
band levels for each hydrophone and vessel passage were provided
by staff at the Naval Surface Warfare Center, Carderock Division.


A taut subsurface mooring instrumented with commercially
available autonomous Aural M-2 recorders [Multi-Électronique
(MTE) Inc.] and HTI 96-MIN hydrophones (Figure 1, see De
Robertis and Wilson, 2011, for details) was developed to match
the measurement geometry used at the SEAFAC facility. The
receive sensitivity of each hydrophone was measured at
third-octave band intervals between 10–20 000 Hz at the Naval
Undersea Warfare Center’s Underwater Sound Reference
Division and the gain in each instrument was measured in
one-third octave band steps by introducing a known signal and
measuring the amplifier output.


The “Oscar Dyson” deployed the mooring on 24 October 2011
at a depth of 373 m in Behm Canal, Alaska (55849.43’N
131844.02’W, �27 km north of SEAFAC). The vessel maintained
a stationary position using a dynamic positioning system as the
mooring was lowered to the seafloor and released. Hydrophone
depths of 74, 105 and 135 m were determined from pressure
sensors on the instruments after recovery.


The ship made 18 passes by the mooring at 93 RPM and 8
passes at 120 RPM alternating between north and south headings.
Ship position was recorded continuously with a differential GPS.
The closest point of approach (CPA) of the vessel (defined as
the centre of the vessel, �1.5 m forward of the centre of the
generators and propulsion motors) to the mooring on a given
run ranged from 91–126 m, and the farthest distance from the
mooring was 2600–3850 m. The depression angles from
the vessel to the hydrophones were estimated as (mean+ s.d.)
34+ 28, 44+ 28 and 51+ 28. During the runs weather was favor-
able: it was not raining, seas were calm (,0.4 m) and wind speeds
(averaged over 2 min intervals) ranged from 0.8–2 m s21.
Currents, which are a potential source of flow noise were moni-
tored with a 70 kHz RDI Ocean Surveyor Acoustic Doppler
Current Profiler, which was turned on for 3 min after the vessel
was .500 m from the mooring. Currents at the hydrophone
depths (77–133 m) averaged 7.0 cm s21 (range 3.4–11.5 cm s21).


One-third octave band sound pressure levels normalized to a
range of 1 m over the frequency range of 10–16 000 Hz were com-
puted assuming spherical spreading and negligible absorption.
The processing methodology was consistent with grade B of
ANSI (2009) with two minor exceptions: (i) the beam aspect
was defined as broadside+�158 (rather+ 308), and (ii) the


Figure 1. Measurement geometry at both the navy range and
experimental mooring. Three bottom moored hydrophones were
used to record the sound pressure level as the “Oscar Dyson” passed.
The range to the closest point of approach (dCPA) is shown as well as
the depth (z), slant range (r), and depression angle (a) from the
vessel to the shallowest hydrophone are shown. Values for z, r, a, and
dCPA for the navy range and experimental mooring are reported in
the text.
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data within this period were analysed as samples of 1 s each (as per
grade A of ANSI 2009) to maintain consistency with procedures at
SEAFAC.


The received third-octave-band levels computed from the
recorded voltage time series were corrected for hydrophone sensi-
tivity and amplification gain as follows:


SPLi = SPLraw,i − gaini − sensitivityi (1)


where SPLraw,i is the received sound pressure level measured at the
one-third octave band i, gaini is the measured gain applied in the
instrument at that one-third octave band, and sensitivityi is the
measured receive sensitivity (dB re 1V Pa21 ) of the specific hydro-
phone at the one-third octave band i from the hydrophone
calibrations.


The slant range to each hydrophone for each 1-s time interval t
is as follows:


rt = d2
CPA,t + depth2


( )0.5 (2)


where dCPA,t is the range from the mooring position to the ship’s
position at time t, and depth is the mean depth of each hydro-
phone. The third-octave-band levels were range-corrected, assum-
ing spherical spreading and negligible absorption.


SPLrc,t = SPLt + 20log10 rt( ) (3)


For each vessel pass, a time window of CPA+ 5 s at 93 RPM
and CPA+ 4 s at 120 RPM corresponded to a view of+�158
from broadside (i.e. beam aspect). The range-corrected 1 s
third-octave-band levels from each hydrophone were power-
averaged over the period of interest for each pass as follows:


SPLrc= 10 ∗ log10


1


n


∑
t
10( SPLrc,t )/10


( )
(4)


The results of multiple hydrophones, and multiple vessel passes


were combined by arithmetically averaging one-third octave
band levels following the practice at SEAFAC. The one-third
octave band measurements are expressed as levels in a 1-Hz
band to facilitate comparisons with previous reports (e.g.
Mitson et al., 1995) by dividing by the bandwidth (i.e. subtracting
10*log10(Df) from the logarithmic one-third octave band SPL,
where Df is the bandwidth or �23.2% of the one-third octave
band centre frequency).


The background noise level was characterized by estimating the
received level (i.e. equation 1) in a window (+4 sec at 93 RPM and
+5 at 120 RPM) around the time when the ship was at the farthest
distance from the mooring at the start and end of each run. All
third-octave band levels when the vessel was +158 of broadside
were .10 dB above those when the vessel was the farthest from
the mooring and no background noise adjustments were made
(c.f. ANSI 2009).


Results and discussion
Vessel passage was evident at all frequency bands, with the peak
level coinciding with the closest point of approach, indicating
that the CPA approximated the acoustic centre of the signal (e.g.
Figures 2 and 3). For third-octave bands ,500 Hz, the mooring
and SEAFAC measurements agreed within 3 dB (Figure 4,
average absolute difference across frequency bands is 1.2 dB at
93 RPM and 1.4 dB at 120 RPM with a range of 0.1–2.5 dB).
However, for bands ≥500 Hz, levels from the mooring exceeded
those at SEAFAC by up to 12 dB (Figure 4). The mooring measure-
ments exhibited high repeat precision (Figure 4), with an average
standard deviation of 1.0 dB at 93 RPM and 0.8 dB at 120 RPM
across runs and all frequency bands, and maximum values of 1.7
and 1.8 dB in individual bands, respectively. Thus, for third-octave
bands ,500 Hz, the experimental mooring and SEAFAC measure-
ments are in relatively good agreement, whereas for higher fre-
quencies the mooring measurements gave substantially higher
levels. The likely explanation for this is that radiated noise from
the “Oscar Dyson” at ≥500 Hz differed significantly during the
SEAFAC and mooring measurements. A recognizable and inter-
mittent shaft-related noise (≥ �500 Hz) is sometimes present
on “Oscar Dyson”, and this noise was evident in the mooring


Figure 2. Time series of received 200 Hz third-octave band levels,
normalized by bandwidth (i.e. 178–224 Hz) from the three
individual moored hydrophones over four vessel passes. No range
correction has been applied. The times of closest point of approach
(CPA) of the “Oscar Dyson” are indicated by asterisks.


Figure 3. Spectrogram of received sound pressure levels in a 1-Hz
band at the 105 m moored hydrophone during a +300 s window
around vessel closest point of approach (CPA) at 93 RPM.
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measurements, but only marginally present during the 2011
SEAFAC runs. This noise, which is modulated at the shaft rotation
rate and increases as the vessel approaches, was also observed
during a 2009 SEAFAC acoustic trial where noise was both well-
developed and absent within an 8-h period (Harmia, 2010). The
2009 observations of the noise were similar in frequency content
and level to what was observed in the current study (Figure 5).
Flow-induced noise, caused by advection of turbulent eddies
past the hydrophones can be ruled out as this would have a
greater influence at lower frequencies (Strasberg, 1979).


The measurements were similar to those made at SEAFAC and
as suggested in ANSI 2009, but differed somewhat in terms of how
the data were processed and the depression angles from the vessel
to the hydrophones. We made our measurements at +158 of
broadside to be consistent with processing at SEAFAC. The
results at +158 are similar to those made at +308, as prescribed
in ANSI (2009): for example for the runs made at 93 RPM, the
average discrepancy (+ s.d.) over all frequency bands was
–0.03+ 0.11 dB. In addition, the depression angles to the
mooring (i.e a in Figure 1) were �8.58 greater for the mooring
than at SEAFAC. Repeating the calculations using only the shal-
lowest two mooring hydrophones (348 and 448), which better
overlap the depression angles used at SEAFAC (25–448) and the
15–458 recommended in ANSI (2009), resulted in similar discrep-
ancies with the SEAFAC measurements (e.g. at ,500 Hz, mean
1.0 dB, range 0.2–2.6 dB at 93 RPM) as when all three mooring
hydrophones were included. This suggests that the SEAFAC/
mooring comparison is not overly sensitive to these differences
in averaging window and hydrophone depression angles.


If one considers the SEAFAC measurements as a standard, the
,500 Hz results reported here compare favorably with the
requirements of measurement uncertainty of +3 dB and repeat-
ability of +2 dB specified for grade B of the ANSI standard.
This likely represents an upper end to the discrepancies between
methods, as the low-frequency radiated noise emitted by the
vessel may have differed between the two measurements, and
the accuracy of naval noise ranges is approximately 1.5–2 dB
(ANSI, 2009).


The results reported here are similar to those obtained in a pilot
study conducted in 2009 using the same approach and location
(De Robertis and Wilson, 2011). In that case, the difference
between measurements from SEAFAC and the mooring was
,2 dB, with a standard deviation of ,1.5 dB among passes, al-
though the elevated noise floor limited valid measurement to a fre-
quency range of 40–1000 Hz. Although the exact cause of this
elevated noise floor is not known, the wind speeds were higher,
reaching �12.5 m s21 during the measurements and �20 m s21


earlier in the day, and the hydrophones were mounted to the pres-
sure cases in a slightly different manner (suspended from o-rings
in 2009, and taped to a metal rod in 2011), but in the same loca-
tion. Although currents were not measured in the 2009 study, it is
likely that there was substantially more low-frequency flow noise
during this experiment. Characterizing background noise as a
function of current and wind speed, and using this information
to establish the conditions required for measurements of ship
noise, is a priority for further work.


Overall, one could draw similar conclusions from the ,500 Hz
measurements made with the hydrophone mooring and at
SEAFAC in 2011. Both measurements indicated that the “Oscar
Dyson” met the ICES recommendation for research vessel-
radiated noise at 11 knots, and that vessel noise in the 16-Hz
band has decreased substantially since 2009. In addition, the two
methods described a similar increase in radiated noise level at
speeds of 93 and 120 RPM. This suggests that is possible to gener-
ate useful measurements of the radiated noise of noise-reduced
ships using off-the-shelf equipment in a convenient and cost-
effective manner. In the case of the “Oscar Dyson”, one would
be able to identify changes in radiated noise such as the decrease
observed between 2009 and 2011, which may be the result of
repairs to noise control measures in the exhaust system.


At third-octave bands centred at ≥500 Hz, there was a substan-
tial discrepancy between the mooring and the navy range, likely at-
tributable to a change in sound emission by the vessel. We thus


Figure 4. Beam aspect third-octave band radiated noise levels of the
“Oscar Dyson” measured with the mooring and at SEAFAC. (a) 93
RPM (n ¼ 18). (b) 120 RPM (n ¼ 8). The small symbols show
measurements for a single run, and the squares show the mean over
all runs. The ICES recommendation for research vessel-radiated noise
is shown as a heavy black line.


Figure 5. Comparison of beam aspect third-octave band radiated
noise levels of the “Oscar Dyson” at 93 RPM measured with the
mooring and at SEAFAC in 2009 and 2011. Elevated levels at
frequencies ≥500 Hz associated with the “shaft noise”, similar to
those observed in the 2011 mooring observations, were also observed
in the 2009 SEAFAC test. The ICES recommendation for research
vessel-radiated noise is shown as a heavy black line.
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cannot verify that ≥500 Hz measurements in 2011 from the navy
range and the mooring are similar, although results from the 2009
experiment suggest that they are comparable to at least 1 kHz
(De Robertis and Wilson 2011). Systems such as the one described
here will be useful in facilitating more frequent measurements to
characterize the temporal variability in radiated noise emitted by
ships. However, higher frequencies are less of a concern when
monitoring vessel noise to understand the potential impacts on
fish behaviour, as fish hearing sensitivity generally decreases
rapidly above 500–1000 Hz (Mitson, 1995, Slabbekoorn et al.,
2010). The primary concern at higher frequencies is the perform-
ance of acoustic instrumentation, which can be monitored more
easily by simply measuring instrument self-noise (Korneliussen,
2000; De Robertis and Higginbottom, 2007).


The measurements that are possible from a simple hydrophone
system, such as that used here, are not intended to replace higher-
quality results from naval ranges, but may ultimately provide a less
costly way to characterize noise signatures of research vessels in the
field. Although the mooring measurements were intended to
mimic those at the navy range, they are largely consistent with
the standard for measurement of underwater sound from ships
(ANSI, 2009), and suggest that this approach can provide accurate
measurements of vessel-radiated noise. Radiated noise measure-
ments with a field-deployable system may be useful in cases
where funds for more rigorous noise range tests are not available,
for example for routine monitoring of research vessels, or in the
case of chartered vessels or vessels used opportunistically to
survey fish stocks. Thus, the approach can be used to measure
radiated noise of low-noise vessels such as “Oscar Dyson”, and
measurements of conventional vessels with higher radiated noise
levels will be easier to accomplish due to higher signal-to-noise
levels (Arveson and Vendittis, 2000; Mitson and Knudsen, 2003;
McKenna et al., 2012).
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In situ measurements of capelin (Mallotus villosus) target
strength in the North Pacific Ocean
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Guttormsen, M. A. and Wilson, C. D. 2009. In situ measurements of capelin (Mallotus villosus) target strength in the North Pacific Ocean. – ICES
Journal of Marine Science, 66: 258–263.


In situ measurements of capelin (Mallotus villosus) target strength (TS) were collected during summer 2001–2003 near Kodiak Island
in the Gulf of Alaska, using a calibrated EK500 echosounder with 38 and 120 kHz split-beam transducers. Targets were detected over
dispersed, night-time aggregations using standard acoustic methods, then filtered using a quality-control algorithm to reject invalid
targets. The 38 kHz-based, fitted model estimate was TS ¼ 20 log10L 2 70.3 (r2 ¼ 0.30), where L is total length of fish. Compared with
other studies, the TS-fitted model at 38 kHz was similar to that calculated from swimbladder morphology measurements from St
Lawrence estuary capelin (TS ¼ 20 log10L 2 69.3), but resulted in greater estimates than models based on in situ measurements of
capelin TS in the Barents Sea (TS ¼ 19.1 log10 L274.0) and northern Atlantic Ocean (TS ¼ 20 log10L 2 73.1). The large intraspecific
variability exhibited in the fitted TS – L models for this species suggests the use of TS measurements from the geographic region where
the data were collected.
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Introduction
The capelin (Mallotus villosus) belongs to the Osmeridae or smelt
family, and is found in the coastal regions of many of the world’s
northern oceans. It spawns typically in late spring at 3 or 4 years
old and lengths of 11–17 cm in the North Pacific (Pahlke, 1985)
and elsewhere, with few fish surviving to spawn again
(Carscadden and Vilhjálmsson, 2002). Capelin are considered an
important component of the North Pacific ecosystem and are
found in the diets of fish (Yang, 1993), seabirds (Piatt and
Anderson, 1996), and marine mammals (Merrick et al., 1997).
However, virtually, nothing is known about the size of the capelin
population in the region. To understand better the role of capelin
in the North Pacific ecosystem, more effort is needed to document
in greater detail the distribution and abundance of the species.


Although capelin are not targeted by a commercial fishery in
either the Gulf of Alaska or Bering Sea, large fisheries for the
species exist in the Barents Sea and North Atlantic. Management
of capelin stocks in those areas has relied largely on information
gained during regular acoustic and trawl surveys that have been
conducted since 1972 in the Barents Sea (Dommasnes and
Røttingen, 1985; Gjøsæter et al., 2002), and from 1982 to the
mid-1990s in the North Atlantic (Rose and Leggett, 1988;
O’Driscoll et al., 2002).


Estimates of biomass based on acoustic surveys rely on a
reliable understanding of target strength (TS) for the species of
interest. TS, the acoustic reflectivity of the individual single
targets, or the size of the echo detected by the echosounder from
an ensonified fish, is required to scale the measured mean area
scattering (sA or NASC) to estimate the abundance. TS varies as


a function of factors such as fish tilt angle, pressure effects,
maturity stage, and fish length (Ona, 1990). By convention, it is
often expressed solely as a function of fish length in the form
TS ¼ a log10L 2 ba, where a is the slope, L the length (cm), and
ba the intercept, or TS ¼ 20 log10 L 2 b20, where the slope is
fixed, with the assumption that the backscattering cross section
is proportional to the square of the fish length (Simmonds and
MacLennan, 2005). As such, the conditions at the time of in situ
measurements used to develop the relationship must be the
same for subsequent applications.


Previously published TS-to-length relationships for capelin are
from the Barents Sea (Dalen et al., 1976; Midttun and Nakken,
1977; Dommasnes and Røttingen, 1985; Jørgensen and Olsen,
2002; Jørgensen, 2003) and North Atlantic (Rose, 1998;
O’Driscoll and Rose, 2001). The only two relationships currently
applied in capelin acoustic assessments are TS ¼ 19.1 log10 L 2


74.0, which is used in the Barents Sea and is based on a combi-
nation of counting methods and ex situ measurements
(Dommasnes and Røttingen, 1985), and TS ¼ 20 log10L 2 73.1,
which is used off eastern Canada and is based on in situ TS
measurements collected at 38 and 49 kHz (Rose, 1998).


Here, we present the first capelin in situ measurements of TS
from the North Pacific, and discuss the potential value of using
acoustic methods to assess capelin in the Gulf of Alaska and the
Bering Sea.


Methods
Night-time in situ measurements of TS were collected on an
opportunistic basis during three summer acoustic surveys of


# United States Government, Department of Commerce 2008.
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walleye pollock (Theragra chalcogramma) conducted off Kodiak
Island, Alaska (Figure 1) from 2001 to 2003, using a Simrad
EK500 echosounder (firmware version 5.30; reference to trade
names does not imply endorsement by the National Marine
Fisheries Service, NOAA) and centreboard-mounted split-beam
transducers operating at 38 kHz (model ES38-B) and 120 kHz
(model ES120-7 in 2001, model ES120-7C in 2002 and 2003).
The following instrument settings (Simrad, 1997) were used to
determine the criteria levels for accepting echoes as valid single
targets: pulse length ¼ 1 ms, TS minimum threshold ¼ 270 dB
(262 dB in 2001), minimum echo length ¼ 0.8 ms, maximum
echo length ¼ 1.8 ms, maximum gain or beam compensation ¼
4.0 dB, maximum phase deviation ¼ 2 phase steps. The acoustic
system was calibrated before and after all surveys using standard
methods (Foote et al., 1987). Alongship and athwartship
beam-angle settings were based on outputs from the Simrad
LOBES software program (Foote et al., 1987).


Acoustic backscattering attributed to capelin was verified and
sampled using an Aleutian wing 30/26 trawl (AWT). The trawl
was constructed with full-mesh nylon wings and polyethylene
mesh in the codend and aft sections of the body. The headrope


and footrope each measured 81.7 m. Mesh sizes tapered from
325.1 cm in the forward section of the net to 8.9 cm in the
codend. Although developed primarily to sample walleye
pollock, the AWT was fitted with a codend liner of 1.3 cm mesh,
which probably allowed the collection of unbiased length
samples of capelin. Vertical net opening (�21–23 m) and depth
were monitored with a Wesmar third-wire net-sounder attached
to the trawl headrope.


Data collection
The initial decision to collect TS measurements in a given location
was based on visual assessment of the echograms, which indicated
that densities were low and single targets were present. Some data
were later excluded during post-processing (see below), where
densities of targets exceeded the thresholds recommended by
Barange et al. (1996).


A midwater haul was conducted at each TS collection location
to verify that the species composition and capelin size distribution
were adequate to collect TS data in the area. The TS measurements
were not considered usable when the number of other species in
the catch exceeded 5% of the total or if capelin exhibited a


Figure 1. The location of hauls made to determine capelin target strength.
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bimodal length distribution. Vessel speed was as slow as possible to
maintain steerage (�2 knots), and TS measurements were col-
lected as the ship made repeated passes over the aggregation.
Data collection ended well before dawn while the fish were still
within a stable night-time distribution pattern. Fish standard
lengths (SL) were recorded. However, for comparison with other
published capelin TS results as a function of length, values of SL
were converted to total length (L), using the following regression
based on capelin lengths collected from other hauls conducted
during the 2002 survey (L ¼ 1.12 SL 2 1.21, n ¼ 43, r2 ¼ 0.98).


Data analysis
For the study, single targets located in the water column between
the mean headrope and footrope depths near the associated
hauls were extracted from Simrad echotrace (‘E’) data tele-
grammes using Echoview software (SonarData, 2003). These
targets were then filtered with a custom-written Matlab script
incorporating a multifrequency filtering algorithm described in
Demer et al. (1999), which was designed to eliminate multiple,
unresolvable echoes. For targets observed simultaneously with
the 38 and 120 kHz transducers, the range from the transducers,
alongship, and athwartship off-axis angles and the distance
between the transducers on the centreboard were used to deter-
mine the co-location of targets within the acoustic beams of


Figure 2. Deviation in three-dimensional space between calibration
spheres detected simultaneously on the 38 and 120 kHz transducers
during sphere calibrations conducted in association with in situ data
collections of capelin target strength. Theoretically, this distance
should be zero.
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Table 1. Summary of the collections of material for determining capelin target strength.


Date Time Collection
depth (m)


Mean fish
length (L, cm)


Unfiltered targets Filtered targets Unfiltered target
strength


Filtered target
strength


Top Bottom 38 kHz 120 kHz 38 kHz 120 kHz 38 kHz 120 kHz


17 Aug 2001 10:21–11:28 34 55 10.5 3 754 13 325 1 280 251.5 252.4 251.0 251.9


30 Aug 2001 07:58–11:12 36 59 10.8 4 247 17 516 488 251.0 251.3 248.5 250.1


23 Aug 2002 08:20–09:32 41 64 10.2 2 732 5 182 448 250.9 252.1 250.0 251.1


6 July 2003 10:20–10:59 35 55 10.0 1 713 7 287 581 250.9 252.8 251.1 252.6


Figure 3. The proportion of capelin by length captured in hauls for target strength.
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both frequencies. Ideally, the difference between the locations of
the same target detected by two transducers should be zero,
although the accuracy of the off-axis measurement depends on
the accuracy of the angle sensitivity estimates, which in turn
are dependent on other factors, such as frequency, sound
speed, and the effective distance between split-beam transducer
halves (Conti et al., 2005). To test the accuracy of the angle


measurements of the 38 and 120 kHz systems, data from six cali-
brations associated with the 2002–2003 surveys were compared
(Figure 2). When restricting spheres detected on the 38 kHz
system to within 0.2 dB of the acoustic axis, the three-
dimensional distance deviations between target locations for
the 38 and 120 kHz systems ranged from 0.01 to 0.44 m.
Deviations of ,0.4 m were included in the analysis to obtain


Figure 4. Capelin in situ target-strength histograms for unfiltered (grey bars) and filtered (black bars) targets at 38 kHz. The data-filtering
process is explained in text.


Figure 5. Capelin in situ target-strength histograms for unfiltered (grey bars) and filtered (black bars) targets at 120 kHz. The data-filtering
process is explained in text.
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an adequate sample size. Mean TS estimates were calculated in
linear dimensions (sbs) and expressed in log10 units (in dB).


Results
Of 10 collections, only four satisfied the target-density criteria and
hence were considered appropriate for TS estimation (Table 1).
Three of these came from south of Kodiak Island in Barnabas
Trough, and the other from the Gulf of Alaska shelf east of
Afognak Island (Figure 1). The TS measurements were taken
within 65 m of the surface or within a range to the transducers
of about 56 m. Size distributions were unimodal, with mean
lengths ranging from 10.0 to 10.8 cm (Figure 3).


The filtering process removed most targets less than –55 dB
from the TS distribution for the 38 kHz data, which resulted in
narrower TS distributions, particularly for the 30 August 2001
TS data (Figure 4). The lower tail of the TS distribution for the
120 kHz data was reduced too, particularly for 23 August 2002,


although, in general, the impacts were less for the 120 kHz than
for the 38 kHz data (Figure 5). The mean TS estimates for the fil-
tered 38 kHz data ranged from –48.5 to –51.1 dB per fish
(Table 1).


Fitting a least-squares, fixed-slope regression to the four TS
data points produced a best-fit 38 kHz model of TS ¼ 20 log10


L 2 70.3 (s.e. ¼ 0.50, r2 ¼ 0.30). At 120 kHz, the best-fit model
estimate was TS ¼ 20 log10 L 2 71.6 (s.e. ¼ 0.29, r2 ¼ 0.33). An
insufficient range of lengths was available to fit the slope freely.


Discussion
The fitted TS-to-length relationship based on in situ capelin TS
measurements at 38 kHz in the Gulf of Alaska from this study
(TS ¼ 20 log10L 2 70.3) suggested that the TS of capelin is gener-
ally greater than that found during in situ TS measurements in the
North Atlantic (TS ¼ 20 log10L 2 73.1; Rose, 1998) and Barents
Sea (TS ¼ 19.1 log10L 2 74.0; Dommasnes and Røttingen, 1985).
However, the TS-to-length relationship in the present study was
similar to both fitted-slope (TS ¼ 24.9 log10L – 75.0) and fixed-
slope (TS ¼ 20 log10L – 69.3) models based on measurements of
the swimbladder morphology of capelin from the St Lawrence
estuary and Kirchhoff-ray-mode-based backscatter models
(Figure 6; Gauthier and Horne, 2004). The large variability exhib-
ited in the various published capelin TS – L models suggests that it
would be prudent to use the TS measurements derived from the
local geographic region where the data were collected (Fleischer
et al., 1997).


It is unlikely that the differences in the fitted TS – L models are
attributable to spawning condition. Jørgensen (2003) reported
that gonad weight did not affect TS estimates significantly in an
experiment using caged capelin. Condition factor (K ¼ weight/
length3) has been shown to influence TS (Ona, 1990), but did
not appear to be a factor in explaining the differences among
the studies. For example, K ranged from 3.5 to 4.1 according to
Dommasnes and Røttingen (1985), from 4.6 to 5.8 according to
Rose (1998), and from 4.9 to 5.3 in the present study. No estimates
of K were available for Gauthier and Horne (2004).


The range of mean fish lengths for this study was low (10.0–
10.8 cm) because of the absence of larger capelin in the popu-
lation. In contrast, capelin mean length ranged from 9.5 to


Figure 6. Mean in situ estimates of capelin target strength and the
fitted TS to fish length (L) relationships for this and other studies.


Figure 7. (a) Daytime and (b) night-time capelin distributions associated with the 23 August 2002 collection of TS data. The red lines in (b)
show the upper and lower limits of the collection.
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15.2 cm in the study by Rose (1998) and from 10.4 to 12.6 cm in
the study by Dommasnes and Røttingen (1985). Individual fish
lengths ranged from 11.6 to 16.0 cm in the study by Gauthier
and Horne (2004). A possible reason for the absence of longer
fish in the present study is that capelin in the Gulf of Alaska
spawn in late spring at lengths of 11–17 cm (Pahlke, 1985), and
few survive spawning.


The wider spread of targets for the 120 kHz than for the 38 kHz
sounder (Figures 4 and 5) was not unexpected because of several
factors in play here, including greater directivity and accompany-
ing sensitivity to effects of fish behaviour (e.g. tilt) with higher
frequency (Simmonds and MacLennan, 2005). For example,
Towler el al. (2003) detected broader distributions of targets at
120 kHz than at 38 kHz for both capelin and walleye pollock.


Capelin appear to have the potential to be assessed using acous-
tic methods in the North Pacific. During the surveys on which our
data were collected, daytime schools were often aggregated in dis-
tinct schools (Figure 7a), and were available to the fishing gear. TS
measurements, however, were collected over shallower, dispersed,
night-time distributions (Figure 7b). Future work will focus on the
possible influence of diel periodicity on estimates of in situ capelin
TS as well as on its potential implications in the design of acoustic
surveys for stock assessment, and will include the use of lowered
transducers, which would avoid the bias imposed against smaller
targets at greater ranges attributable to the noise threshold
(Traynor, 1996), as well as allowing for daytime in situ TS
measurements.
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Ghoti


Ghoti papers


Ghoti aims to serve as a forum for stimulating and pertinent ideas. Ghoti publishes


succinct commentary and opinion that addresses important areas in fish and


fisheries science. Ghoti contributions will be innovative and have a perspective that


may lead to fresh and productive insight of concepts, issues and research agendas.


All Ghoti contributions will be selected by the editors and peer reviewed.


Etymology of Ghoti


George Bernard Shaw (1856-1950), polymath, playwright, Nobel prize winner, and


the most prolific letter writer in history, was an advocate of English spelling reform.


He was reportedly fond of pointing out its absurdities by proving that ‘fish’ could


be spelt ‘ghoti’. That is: ‘gh’ as in ‘rough’, ‘o’ as in ‘women’ and ‘ti’ as in palatial.
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Oceanlab, Newburgh, Aberdeenshire, AB41 6AA, UK, 6Department of Commerce, Alaska Fisheries Science Center,


National Marine Fisheries Service, National Oceanic and Atmospheric Administration, 7600 Sand Point Way N.E.,


Seattle, WA, 98115, USA, 7CSIRO Marine and Atmospheric Research, GPO Box 1538, Hobart, TAS, 7001, Australia,
8Department of Oceanography, University of Cape Town, Private Bag X3, Rondebosch, 7701, Cape Town, South Africa,
9Centre for Ecological and Evolutionary Synthesis (CEES), Department of Biology, University of Oslo, P.O. Box 1066


Blindern, Oslo Norway and 10Institute of Marine Research, Flødevigen Marine Research Station, 4817, His, Norway


Abstract
Assessment of open-ocean ecosystems relies on understanding ecosystem dynamics,


and development of end-to-end ecosystem models represents an approach that


addresses these challenges. These models incorporate the population structure and


dynamics of marine organisms at all trophic levels. Satellite remote sensing of


ocean colour and direct at-sea measurements provide information on the lower


trophic levels of the models, and fisheries studies provide information on top


Correspondence:


Nils Olav Handegard,


Institute of Marine


Research, PO Box


1870 Nordnes, 5817


Bergen, Norway


Tel.:


+47 55 23 85 00


Published 2012.


This article is a US Government work and is in the public domain in the USA DOI: 10.1111/j.1467-2979.2012.00480.x 1


F I SH and F I SHER I E S







predator species. However, these models suffer from a lack of observations for the


so-called mid-trophic levels, which are poorly sampled by conventional methods.


This restricts further development, and we argue that acoustic observations from a


range of platforms (e.g. buoys, moorings) can be linked to the ecosystem models to


provide much-needed information on these trophic levels. To achieve this, the


models need to be tailored to incorporate the available acoustic data, and the link


from acoustic backscatter to biologically relevant variables (biomass, carbon, etc.)


needs attention. Methods to progress this issue are proposed, including the


development of observation models and focal areas for ground truthing. To ensure


full use of the potential of acoustic techniques, we argue that a systematic and


long-term strategy incorporating the following elements is required: development of


metadata standards and automated data analysis, inclusion of acoustic sensors in


large-scale observatory programmes, improvement of observation-model links, and


efficient sampling strategies. Finally, these elements should be tied together in an


observation-modelling framework, coordinated by international organizations, to


improve our understanding and quantification of open-ocean ecosystem dynamics.
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Introduction


The ocean environment represents 71% of the pla-


net’s total area and constitutes >99% of habitat by


volume (Childress 1983). The biomass of, for


example, the mesopelagic (micronekton) communi-


ties represents the largest unharvested biomass on


the planet (Gjøsæter and Kawaguchi 1980),


although densities are lower than those associated


with the continental shelves. Studies of the com-


munities in the open ocean are scattered and very


limited systematic monitoring takes place. Hence,


understanding of ecosystem functioning, including


responses to physical forcing, is limited (Childress


1983). Potential changes in the ocean environ-


ment associated with climate forcing (Watters


et al. 2003; Brander 2007) and human harvest


(Pauly et al. 2002; Hilborn 2006) may impact the


dynamics and functioning of the ecosystem.


The complexity of open-ocean communities is


intensified by the extensive vertical migration of


micronekton that consequently crosses vertically


distinct habitats (Beamish et al. 1999), but this


potential complexity is simplified because of the


large horizontal stability of community structures


and behavioural characteristics (Bergstad et al.


2008) compared to shelf ecosystems. Neverthe-


less, physical forcing creates horizontal structur-


ing such as mesoscale eddies, fronts and internal


waves (Godø et al. 2012). These physical forces


are systematically monitored and modelled via


several international ocean observing initiatives


and are embedded into the international Global


Ocean Observing System (GOOS) framework (e.g.


Smith 2000) that is used to constrain ocean cir-


culation and primary production models (e.g.


Roemmich et al. 2009; Wilson 2011). Combined


with recent progress in ecosystem modelling (Tra-


vers et al. 2007; Fulton 2010; Lehodey et al.


2010; Maury 2010; Rose et al. 2010; Huse and


Fiksen 2010), it is appropriate to consider a mod-


elling and observational framework that builds


on ocean circulation and primary production


models.


A model framework, which covers the full range


of trophic levels from plankton to top predators


(end-to-end models), has to overcome a lack of


information on micronekton, which are sand-


wiched between primary production and exploited


predatory populations. Informing models of micro-


nekton populations will be the focus of the acous-


tic sensor network we propose here. The


observations will be used to validate and parame-


terize models, as well as to contribute to an


improved understanding of ecosystem functioning,


which in turn will drive further model develop-


ment. In the future, we foresee an operational sys-


tem with a continuous flow of data that support


assessment of ecosystem status, impacts of climate


change and human activity.
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We are encouraged by the growing understanding


of the physical dynamics and plankton production


derived from systematic application of advanced


sensors, platforms and communication technologies


(e.g. GOOS) combined with ocean circulation and


primary production models (Le Traon 2012).


Oceanographic observations are now recorded by


drifters, gliders, observatories, satellites, vessels of


opportunity and other autonomous sensor platforms


that make data available in near real time via satel-


lite links, cables or other communication systems.


Advances in acoustic sensor technologies allow for a


similar approach to observing marine life, particu-


larly by miniaturized multi-frequency acoustics.


This allows for the combination of physical and bio-


logical data at similar scales, which extend beyond


present sampling regimes for biological information.


The overarching goal of this study is to describe


a coupled acoustic-based observation-modelling


system to generate new knowledge, enable quanti-


fication of ecosystem processes and dynamics, and


in the long-term form the basis for ecosystem


assessment. More specifically, we will:


1. Present the end-to-end ecosystem model con-


cept and demonstrate critical data gaps;


2. Explain how acoustics is currently used for


the assessment and management of marine


resources;


3. Demonstrate how advances in combined


acoustic sensor and platform technologies


have created new opportunities;


4. Explain how acoustic data from a variety of


observation platforms can be used in the


observation-model interaction;


5. Point towards how a large-scale observation


and data assimilation system can be estab-


lished and achieved.


Ecosystem models


End-to-end ecosystem models cover the entire food


web and associated abiotic environment. These


models integrate physical and biological processes


at different scales, implement two-way interactions


between ecosystem components and account for


forcing by climate and human impacts at multiple


trophic levels (Travers et al. 2007). Several marine


end-to-end models have been developed in recent


years (reviewed by Fulton 2010).


These models often rely on unverified assump-


tions about key processes because of a lack of


observations (Rose et al. 2010). This is particularly


so for the biological components between primary


production and top predators (Olson and Watters


2003; Lehodey et al. 2010). These have been


called the ‘mid-trophic’ functional groups by Leh-


odey et al. (2010), who state that ‘a key issue for


the coming years’ will be ‘to evaluate and to cali-


brate this type of midtrophic models’. The mid-tro-


phic level or micronekton is taxonomically diverse,


and the principal groups include cephalopods,


gelatinous organisms, adult euphausiids and meso-


pelagic fishes and represent an important group,


particularly in ecosystems with wasp-waist type


dynamics. These organisms are difficult to quantify


because there are generally no catch data avail-


able and they are undersampled by conventional


plankton sampling tools (Beamish et al. 1999).


Three recent models are the SEAPODYM, APE-


COSM and ATLANTIS models. SEAPODYM (Leh-


odey et al. 2010) includes six different spatially


resolved mid-trophic groups characterized by their


vertical distribution and diel migration behaviour


between epipelagic, mesopelagic and bathypelagic


layers. Similarly, the Apex Predators ECOSystem


Model (APECOSM) is a 3-D spatially explicit, size-


structured model of open-ocean ecosystems (Mau-


ry et al. 2007; Maury 2010), which includes three


generic communities of mid-trophic organisms also


distinguished on the basis of their vertical migra-


tion behaviour. The ATLANTIS framework (Fulton


et al. 2005) is a deterministic spatially resolved


model that tracks the nutrient (nitrogen and silica)


flow through major biological groups. The model


can be tailored to the available data, such as by


having micronekton as a functional group.


The problem with the mid-trophic compartment


of these models is the lack of data for validation


and parameterization because data on micronek-


ton are currently scarce or non-existent. Ecosys-


tems have been shown to have a wasp-waist type


regulation (Rice 1995; Cury et al. 2000), in which


the mid-trophic level plays a key role. Without


addressing the data gap for this group, our under-


standing of the dynamics of this ecosystem compo-


nent will remain obscure, which will affect the


efficacy of ecosystem models.


Acoustic-trawl surveys


To explain how we propose to apply acoustics in


the context of the mid-trophic level (particularly


micronekton) in ecosystem models, we first briefly
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explain how fisheries acoustics is currently used to


observe, map and quantify fish stocks (Simmonds


and MacLennan 2005). Echo sounders emit acous-


tic pulses that propagate through the water, form-


ing reflections (or acoustic backscatter, Figs 1 and


2a) whenever there is a change in density or


sound speed, as might be caused by a fish or fish


school. The echo sounder is usually calibrated


(Foote et al. 1987) to yield absolute measurements


of acoustic backscatter, which enables comparison


between acoustic data from different echo sound-


ers and allows conversion to biomass. Research


vessels based acoustic-trawl surveys employing


this technique are commonly used to generate


inputs for fish stock assessment models.


The acoustic backscatter needs to be partitioned


to species (Fig. 2a) and converted to biomass, by


using information on the relative abundance of


each species and the acoustic backscatter expected


from individual organisms (target strength,


Fig. 2b). The most common method for partition-


ing the acoustic backscatter to species is biological


sampling using trawls and other sampling tools


(Fig. 2a). The behaviour of the target species as


resolved by the acoustic system can also be used


when partitioning the acoustic backscatter to


taxon, for example, by differentiating shape, distri-


bution patterns derived from the acoustics,


referred to as ‘behaviour’, in Fig. 2a. If the vessel


is equipped with multiple acoustic frequencies, the


differences in acoustic backscatter strength among


frequencies can also be used to aid partitioning


(frequency response, Fig. 2a) (Martin et al. 1996;


Kloser et al. 2002, 2009; Korneliussen and Ona


2003; Godø et al. 2009; Ressler et al. 2012).


There are ongoing efforts to further develop these


techniques and acoustic systems operating over


broad frequency ranges will further increase the


potential for acoustic species identification (Stan-


ton et al. 2010).


Acoustic-trawl surveys are well suited for


informing fish stock assessment models. The esti-


mate is usually integrated to an aggregated index


of abundance, and their rigour in terms of valida-


tion, survey design and semi-synoptic time resolu-


tion, usually a year, matches assessment model


requirements. However, the approach does not


resolve important temporal processes, which might


derive, for example, from the match–mismatch


hypothesis (Ellertsen et al. 1989; Cushing 1990),


or take advantage of the spatial resolution offered


by the data. Furthermore, increased effort by


research vessel-based surveys is costly, in particu-


lar for basin-scale ecosystems. This points to a


need for a more cost-effective approach if the spa-


tial and temporal resolution should match the res-


olution of the eco-system models. The question is


how we can apply acoustics in such a context.


Beyond acoustic-trawl surveys


Recent technological developments enable several


alternatives to research vessels for carrying and


operating acoustic sensors. These alternative plat-


Figure 1 An acoustic echogram showing changes in vertical position of biological scatterers throughout the diel cycle.


Several regions of acoustic scatterers with distinct vertical migration behaviour can be seen (e.g. a strong layer at


<50 m depth that descends to about 100 m during the day; a weaker layer that descends to about 400 m during the


day; a broad weak layer that remains at 400–600 m regardless of the time of the day), and behavioural differences can


be used to interpret the acoustic backscatter and to define functional groups in the models. The observations were


taken from a bottom-moored 38 kHz echosounder deployed on the Mid-Atlantic Ridge (51.60°N 30.33°W) during


the period 22 July 2004–24 May 2005 as part of the MarEco project (Ausubel et al. 2010). Sv is a logarithmic measure


of the acoustic backscattering strength in a volume of water.
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forms (Fig. 3) include moorings (Urmy et al.


2012), gliders (Leonard et al. 2010) and autono-


mous underwater vehicles (Fernandes et al. 2003).


The high spatial and temporal resolution, preci-


sion, low cost and ease of automation of acoustic


techniques compared to other sampling methods


make them powerful tools for observing marine


organisms when combined with cost-effective plat-


forms (Figs 1 and 3) (Demer et al. 2009). A major


challenge associated with acoustic measurements


on autonomous platforms, however, is the lack of


biological sampling for verifying the taxonomic


composition, and as a part of the same problem,


the conversion between backscatter and biologi-


cally relevant measures such as biomass, carbon


and energy. The conventional acoustic-trawl


methodology of partitioning acoustic backscatter


to species is not feasible from these platforms


because no biological samples would be available.


Although in some circumstances valuable infer-


ences can be drawn without biological samples


(De Robertis and Cokelet 2012), this is restricted


to simple and well-characterized ecosystems. These


conditions are unlikely to be met in what are often


taxonomically diverse mid-trophic assemblages. In


addition, the target strength required to convert


from acoustic to abundance units is only estab-


lished for a subset taxa, most of which are com-


mercially important (Simmonds and MacLennan


2005).


We argue that the partitioning of acoustic back-


scatter to species can be met in part through


recent progress in acoustic target characterization


by using a wide acoustic bandwidth, as mentioned


previously. This technique can broadly character-


ize the backscatter into different categories (Kloser


et al. 2002, 2009; Godø et al. 2009; Ressler et al.


2012) and also separate out unwanted species


such as large fish from aggregations of organisms


with different acoustic properties or sizes. Vessel-


based optical imaging techniques, usually used in


conjunction with net tows and towed bodies, are


also useful for species identification and size esti-


mation (Jaffe et al. 1998; Holliday et al. 2009;


(a)


(b)


(c) (d)


(e)


Figure 2 Conceptual overview of the primary information flow in a coupled observation and modelling system for


studying open-ocean mid-trophic organisms. Thick arrows denote the outputs from the models and observations, and


thin arrows represent model parameter settings and elements of sampling design and interpretation. (a) Acoustic


backscatter measured on various platforms is partitioned into taxonomic, species or functional groups. (b) Established


methods used in fisheries acoustics methods are used to obtain indices of relative or absolute abundance when the


relationship between the backscatter and the acoustic scattering properties is known. (c) Comparison of models and


observations, either in the currency of acoustic backscatter (upper part) or more biologically meaningful variables


(lower part). The comparison may also inform the choice of observation platforms and design [thin arrow from (c) to


(a)]. (d) The observation model as an alternative to the classical approach, where the state of the ecosystem model is


translated into a prediction of the observations. (e) Ecosystem models including the model estimation step used to


update the model state (data assimilation).
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Ryan et al. 2009; Schultes and Lopes 2009). Such


optical systems should be further developed to be


part of stand alone systems.


The large-scale vertical migration patterns in


open-ocean communities represent a challenge for


sampling (e.g. Godø et al. 2009), but in the con-


text of acoustic measurements, diel vertical migra-


tion may actually assist classification. Vertical


migration is often highly stereotyped but varies


among taxa, and vertical distributions are well


resolved using acoustics (Urmy et al. 2012)


(Fig. 1). Therefore, vertical migration patterns


have been proposed as a way to help differentiate


backscatter from different groups of mid-trophic


organisms (Lehodey et al. 2010). Other behaviour-


al traits that can be quantified by acoustics, such


as aggregation behaviour, could also be used (Reid


et al. 2000).


The amount of data collected using the full


range of platforms available is potentially very


large, and conventional acoustic-trawl survey


analysis-techniques are time-consuming. Process-


ing techniques need to be developed that can han-


dle large data volumes, along with automated


systems to remove noise and bottom echoes. A


semi-automated system, where automated process-


ing is coupled with manual verification (e.g. Kotw-


icki et al. 2009), could result in efficient and


reliable processing of large data sets.


Although recent developments are promising, it


is currently unrealistic to expect the same taxo-


nomic identification and conversion to biomass


accuracy that is possible with net sampling from


dedicated vessel-based surveys. To address this


problem, we propose establishing selected ‘focal


areas’ in different ecosystems where biological


sampling can be carried out from vessels and


autonomous systems to aid classification of acous-


tic backscatter. The number and location of these


areas would depend on the spatial variability of


the ecosystem in focus. This would yield a ‘calibra-


tion point’ that could be used to assess the inter-


pretation capabilities of acoustic data from


autonomous systems.


Linking observations and models


The different platforms described in the previous


section will provide large quantities of data, but


the resulting observations will be scattered in


space and time and only coarsely classified into


species or species groups. Furthermore, the conver-


Figure 3 Conceptual overview of a coupled acoustic-based observation-modelling system for ecosystem dynamics of


the open ocean, composed of the model grid (a), and acoustic platforms; (b) drifting buoy; (c) ship of opportunity;


(d) research vessel with (e) net sampling ability; (f) cabled mooring; (g) autonomous underwater vehicle or glider;


(i) self-contained mooring; (j) profiling drifting buoy. (h) represents the organisms of interest, which includes a


stereotyped vertical migration from night to day (indicated by increased light levels from left to right in the figure).
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sion from backscatter to biologically relevant


quantities is non-trivial. The question is then, how


can these observations be used?


It is clear that the models need to be structured


in ways that facilitate direct links to acoustic data.


In the SEAPODYM model, for example, the mid-


trophic groups are characterized by their vertical


distribution and migration behaviour, parameters


that are amenable to acoustic measurement


(i.e. occurrence of diel migration between epipe-


lagic, mesopelagic and bathypelagic layers)


(Lehodey et al. 2010). The sum of the biomass


across these groups in each depth layer can be


linked to vertically resolved acoustic data (e.g.


Fig. 1), and the day–night difference can be used


for further parameterization. A similar approach is


used in APECOSM, where the mid-trophic groups


are also distinguished on the basis of migration


behaviour (epipelagic, mesopelagic and migratory,


Maury et al. 2007; Maury 2010). Incorporation of


mesopelagic estimates of fish abundance derived


from acoustics is used in the ATLANTIS model in


a recent study on future impacts of fishing on low-


trophic level species (Smith et al. 2011). However,


a critical assumption is that backscatter has a lin-


ear relationship to biomass within each of the


mid-trophic groups, which is not always the case.


To address the connection between acoustic


backscatter and the models, the vertically resolved


model predictions from the different mid-trophic


groups (Fig. 2e), at the location of the sensor,


could be converted to corresponding acoustic


backscatter or to backscatter groups derived using


the multi-frequency technique (Fig. 2d). This facili-


tates comparisons in the ‘observation domain’ as


opposed to the ‘model domain’ (Fig. 2c, upper


part). This is common practice in state-space mod-


elling, where the conversion from model domain


to observation domain is denoted the ‘observation


model’. This does not, as opposed to conventional


acoustic-trawl survey methodology, require the


backscatter to be portioned to species or species


group before combining the data and models.


However, the acoustic properties of each modelled


mid-trophic group still needs to be known, and


this link is not trivial in cases where a mix of ver-


tically migrating, resonant organisms with very


different scattering properties are present (Fielding


et al. 2004; Godø et al. 2009). This challenge


should be approached with an iterative process


where one initially assumes linear relationships


and then compares the performance when further


refining the observation model, but also by design-


ing model compartments based on the associated


organisms acoustic properties, in addition to their


role in the trophic hierarchy.


The acoustic data will be collected from a variety


of platforms at fixed locations, in shipping lanes,


and on drifting paths, which may cause difficulties


in combining them with models. Integrating the


observations to a single index of abundance, as for


acoustic-trawl surveys, is unrealistic. To address


this, we propose to use spatially resolved models to


predict the platform-specific observations at the


given path or location, as indicated earlier. The


predicted observations can be compared to


the actual observations and can, as a first step, be


used for model validation. With this approach, we


can use acoustic data from any platform. However,


additional considerations will be required for ves-


sels or platforms that actively target aggregations


of interest, such as fishing vessels.


The proposed observing system can, as an ulti-


mate goal, be used to constrain the models in a


data assimilation framework (Fig. 2e, model esti-


mation). This is a standard approach in state-space


modelling (e.g. Brinch et al. 2011), and different


methods exist to constrain large-scale meteorologi-


cal and oceanic circulation models with a wide


range of observations (e.g. Kalman 1960; Evensen


1994). Ultimately, we foresee development of a


similar observation-modelling system for the end-


to-end ecosystem models.


Implementing an integrated observation and
modelling system


We have argued that the lack of information on


oceanic mid-trophic organisms limits further


understanding of ecological processes and hampers


further development and application of process-


based ecosystem models. We have pointed to


acoustics as a way toward a large-scale mid-tro-


phic level observing and modelling system. A mod-


elling framework together with recent


technological developments of platforms and


acoustic systems forms the basis of what we see as


the ecological counterpart to physical oceano-


graphic observation networks (Fig. 3).


In such an operational large-scale observing sys-


tem, a wide range of platforms will collect data on


a range of spatial and temporal scales. Choosing a


cost-effective sampling programme across all these


platforms is challenging. We propose applying an
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approach similar to the observing system simula-


tion experiments (Morss and Battisti 2004) used in


meteorology, where a model is used to simulate


observations that are in turn used to constrain the


model. In our application, the observation model


would provide simulated observations of, for exam-


ple, vertically resolved acoustic backscatter or


backscatter separated into broad acoustic catego-


ries that can, with errors added, be fed back into


to the model evaluation framework to evaluate


which observational scheme is most informative


(indicated by the arrow from Fig. 2a,c). We can


then establish whether a drifting buoy, a ship of


opportunity, a moored platform or any combination


of those is the most cost-effective. The design of


observation systems should take into account


ocean biogeography, for example, using biogeo-


graphical provinces characterized by common pat-


terns of primary production (Longhurst 2007).


To assemble these components into a coupled


observation-modelling system (Fig. 3), several


practical requirements must be met. This effort


clearly needs to be embedded into global and


regional organizations and programmes. This is


important for standardizing methods and overcom-


ing practical requirements such as establishment


of data quality standards, data processing tools


and metadata standards. These practical issues


should not be overlooked as they are often bottle-


necks in making progress. We propose that global


large-scale organizations such as GOOS should


provide the guidance and standards and that


regional agencies should adopt these standards


and be responsible for the data collection. If the


standards are strictly followed, comparisons across


basins will be possible and will contribute to a glo-


bal observation-modelling system.


Although we envision a large-scale observation


and modelling system, ship-based survey data are


already collected and analysed during existing


acoustic-trawl surveys. In a stepwise approach


towards achieving our goal, the first step could be


to test our framework by assuming that existing


data were collected without trawl samples and not


partitioned to taxa and compare the results of data


processed with and without the trawl samples (e.g.


De Robertis et al. 2010). Together with the observ-


ing system simulation experiments of meteorol-


gists, this would provide valuable insights before


developing a large-scale observation system.


Discrepancies between observations and model


predictions can be used beyond the model valida-


tion, parameterization and data assimilation


framework described previously. Model predictions


serve as formalized expectations of what we


believe is taking place in the ocean, and substan-


tial discrepancies between predictions and obser-


vations may point to a more fundamental lack of


understanding of the system not captured by the


model. The existence of clear expectations from


models also adds context to observations that


might have been overlooked if no such prediction


existed, regardless of whether the observation


was obtained through our proposed system,


regular surveys or one-time research expeditions.


In such a context, both the models and observa-


tions are important elements for obtaining a


better understanding of the open-ocean ecosystem


dynamics.


Conclusions


There is an unmet need for observations to learn


about fundamental processes in open-ocean eco-


systems and in particular to underpin improved


parameterization of the mid-trophic organisms in


end-to-end ecosystem models. Compared to con-


ventional physical capture methods, acoustics


operated from a diverse range of platforms are a


promising means to obtain data with sufficiently


high spatial and temporal resolution at an afford-


able cost. However, acoustic measurements cannot


be used blindly without appropriate validation and


quantification of basic relationships such as corre-


lations between biological measures of interest and


the acoustic energy. To ensure full use of the


potential of acoustic techniques, we argue that a


systematic and long-term strategy incorporating


the following elements is required:


1. Establishing meta-data standards and calibra-


tion standards to facilitate global comparison


of acoustic data with model estimates;


2. Inclusion of acoustic sensors in large-scale


observatory programmes to enable broad com-


parisons between models and data, including


data mining of existing acoustic data;


3. Development of an observation system simulation


experiment to develop efficient sampling strategies


and to address strengths and weaknesses of the


various sampling platforms, given an ecosystem


model;


4. Establishment of focal areas with appropriate


biological sampling to refine methodologies and
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determine the relationship between acoustic


backscatter and biologically relevant quantities;


5. Continued development of automated acoustic


data processing and analysis systems;


6. Development and exploration of various strate-


gies for observation models based on existing


data from items (3) and (4);


7. Establishment of an acoustic sampling pro-


gramme, including the implementation of


standards and protocols for basin-scale ecosys-


tem comparisons, coordinated through inter-


national organizations and programmes;


8. Further development of models and observation


models to take further advantage of the proposed


acoustic data stream.


Acknowledgements


The views in this paper stem from a Foresight


workshop sponsored by the EurOcean consortium


(grant EOC/PFB/2010.0012), organized by the


IMBER-CLIOTOP Mid-trophic Automatic Acoustic


Sampler (MAAS) Working Group and held at the


Institute of Marine Research, Bergen, Norway,


from 3 to 6 May 2011. The attendees comprised


18 invited scientists of 10 nationalities, ranging


from PhD students to experienced engineers and


researchers in ecosystem modelling, data assimila-


tion, fisheries acoustics, sub-sea engineering and


fisheries management. We are grateful to the


Intergovernmental Oceanographic Commission


(UNESCO), Europole Mer (Research Axis 5 – Com-


plex systems for observation, measures and inter-


vention) and the Norwegian Research Council


(grant 200497/130) for further financial support.


LdB was financially supported by the South Afri-


can NRF, the University of Cape Town, and the


French IRD through ICEMASA. We thank the


Institute of Marine Research in Bergen for hosting


the workshop, and the ICES working group on


fisheries acoustics science and technology for use-


ful discussions. The findings and conclusions in


the paper are those of the authors and do not nec-


essarily represent the views of their institution of


affiliation.


References


Ausubel, J.H., Crist, D.T. and Waggoner, P.E. (2010)


First Census of Marine Life 2010: Highlights of a Decade


of Discovery. Census of Marine Life, Washington, D.C.,


64 pp.


Beamish, R.J., Leask, K.D., Ivanov, O.A., Balanov, A.A.,


Orlov, A.M. and Sinclair, B. (1999) The ecology,


distribution, and abundance of midwater fishes of the


Subarctic Pacific gyres. Progress In Oceanography 43,


399–442.


Bergstad, O.A., Falkenhaug, T., Astthorsson, O.S., et al.


(2008) Towards improved understanding of the diver-


sity and abundance patterns of the mid-ocean ridge


macro- and megafauna. Deep Sea Research Part II: Topi-


cal Studies in Oceanography 55, 1–5.


Brander, K.M. (2007) Global fish production and climate


change. Proceedings of the National Academy of Sciences


104, 19709–19714.


Brinch, C.N., Eikeset, A.M., Stenseth, N.C. and Walters,


C. (2011) Maximum likelihood estimation in nonlinear


structured fisheries models using survey and catch-at-


age data. Canadian Journal of Fisheries and Aquatic Sci-


ences 68, 1717–1731.


Childress, J.J. (1983) Oceanic biology – lost in space? In:


Oceanography: The Present and Future (ed P. Brewer).


Springer-Verlag, Berlin, pp. 127–135.


Cury, P., Bakun, A., Crawford, R.J.M. et al. (2000) Small


pelagics in upwelling systems: patterns of interaction


and structural changes in “wasp-waist” ecosystems.


ICES Journal of Marine Science 57, 603–618.


Cushing, D.H. (1990) Plankton production and year-


class strength in fish populations: an update of the


match/mismatch hypothesis. In: Advances in Marine


Biology, Vol. 26 (eds J.H.S. Blaxter and A.J. South-


ward). Academic Press, London, UK, pp. 249–293.


De Robertis, A. and Cokelet, E.D. (2012) Distribution of


fish and macrozooplankton in ice-covered and open-


water areas of the eastern Bering Sea. Deep Sea Research


Part II: Topical Studies in Oceanography, doi:10.1016/j.


dsr2.2012.02.005.


De Robertis, A., McKelvey, D.R. and Ressler, P.H. (2010)


Development and application of an empirical multifre-


quency method for backscatter classification. Canadian


Journal of Fisheries and Aquatic Sciences 67, 1459–


1474.


Demer, D.A., Kloser, R.J., MacLennan, D.N. and Ona, E.


(2009) An introduction to the proceedings and a syn-


thesis of the 2008 ICES Symposium on the Ecosystem


Approach with Fisheries Acoustics and Complementary


Technologies (SEAFACTS). ICES Journal of Marine Sci-


ence 66, 961–965.


Ellertsen, B., Fossum, P., Solemdal, P. and Sundby, S.


(1989) Relation between temperature and survival of


eggs and first-feeding larvae of northeast Arctic cod


(Gadus morhua L.). Rapports et Procès-verbaux des
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Typically, surveys of resource biomass 
are designed around simple random 
sampling (SRS), stratif ied simple 
random sampling (SSRS), or system-
atic sampling (Thompson, 2002). One 
of these standard designs will perform 
adequately when the resource is rela-
tively uniformly distributed or when 
the areas where variability in biomass 
is highest are static and well known. 
In practice, many resources, such as 
fish populations, exhibit highly vari-
able and complex spatial structure, 
and standard survey methods lead 
to extremely imprecise estimates of 
biomass (Hanselman and Quinn, 
2004). Novel sampling designs have 
been developed to improve abundance 
estimation under these circumstances. 
One example is adaptive cluster 
sampling (ACS; Thompson, 1990; 
Thompson and Seber, 1996), which 
has been explored both in the field 
(e.g., Lo et al., 1997; Woodby, 1998; 
Conners and Schwager, 2002; Han-
selman et al., 2003) and in simula-
tion studies (Christman, 1997; Brown, 
1999; Christman and Pontius, 2000; 
Christman and Lan, 2001; Brown, 
2003; Su and Quinn, 2003). Other 
methods have been used: double sam-
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Abstract—Biomass estimates of sev-
eral species of Alaskan rockfishes 
exhibit large interannual variations. 
Because rockfishes are long lived 
and relatively slow growing, large, 
short-term shifts in population abun-
dance are not likely. We attribute the 
variations in biomass estimates to 
the high variability in the spatial 
distribution of rockfishes that is 
not well accounted for by the survey 
design currently used. We evaluated 
the performance of an experimental 
survey design, the Trawl and Acoustic 
Presence/Absence Survey (TAPAS), to 
reduce the variability in estimated 
biomass for Pacif ic ocean perch 
(Sebastes alutus). Analysis of archived 
acoustic backscatter data produced 
an acoustic threshold for delineating 
potential areas of high (“patch”) and 
low (“background”) catch per unit of 
effort (CPUE) in real time. In 2009, 
we conducted a 12-day TAPAS near 
Yakutat, Alaska. We completed 59 
trawls at 19 patch stations and 40 
background stations. The design per-
formed well logistically, and Pacific 
ocean perch (POP) accounted for 
55% of the 31 metric tons (t) of the 
catch from this survey. The resulting 
estimates of rockfish biomass were 
slightly less precise than estimates 
from simple random sampling. This 
difference in precision was due to the 
weak relationship of CPUE to mean 
volume backscattering and the rela-
tively low variability of POP CPUE 
encountered. When the data were 
re-analyzed with a higher acoustic 
threshold than the one used in the 
field study, performance was slightly 
better with this revised design than 
with the original field design. The 
TAPAS design could be made more 
effective by establishing a stronger 
link between acoustic backscatter and 
CPUE and by deriving an acoustic 
threshold that allows better identi-
fication of backscatter as that from 
the target species.


pling, ratio, and regression estima-
tor approaches to improve precision 
(Eberhardt and Simmons, 1987; Han-
selman and Quinn, 2004; Fujioka et 
al., 2007). These approaches improve 
precision by relating a variable that 
is expensive or difficult to collect (e.g., 
trawl catches) to a correlated auxil-
iary variable of which many samples 
can be collected quickly or inexpen-
sively (e.g., acoustic data).


A resource for which standard sur-
vey methods have proven inadequate, 
Alaskan rockfishes (Sebastes spp.) 
are abundant and supported a valu-
able commercial trawl fishery with 
an average exvessel value of US$ 15 
million between 2008 and 2010. Sur-
vey estimates of biomass for many 
Alaskan rockfish species exhibit large 
interannual variations that are not 
consistent with the longevity (>80 
years) and relatively low productiv-
ity of these species (Hanselman et 
al., 2003; Fig. 1). One of the causes 
of imprecision in survey estimates 
of biomass is the high variability in 
the spatial distributions of rockfish 
populations. For example, the biomass 
estimate of Pacific ocean perch (Se-
bastes alutus) from the survey con-
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Figure 1
Biomass estimates, shown in kilotons (kt), for Pacific ocean perch 
(Sebastes alutus, POP) determined from National Marine Fisheries 
Service groundfish trawl surveys conducted in the Gulf of Alaska. 
Error bars are approximate 95% confidence intervals.
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ducted in 1999 was driven by several very 
large catches, out of >800 trawls, that result-
ed in extremely imprecise estimates (Fig. 1). 
In addition to having variable spatial distri-
butions, some rockfish species have an affin-
ity for rocky habitat, school semipelagically, 
and use different habitat types by size class 
(Stanley et al., 2000; Zimmermann, 2003; 
Rooper et al., 2010). These factors contribute 
to high sampling variability and demonstrate 
the need for examining alternative sampling 
designs or other technologies to improve sur-
vey estimates of biomass (Godø, 2009).


The difficulty of surveying rockfish popula-
tions has been studied by using traditional 
survey designs like SSRS for some time (e.g., 
Lenarz and Adams, 1980). More recently, 
several attempts to improve survey precision 
for Alaskan rockfish species have been made 
by using alternative sampling designs. The 
utility of ACS has been examined in several 
studies (Hanselman et al., 2001; 2003). Many 
recent attempts have been made to use con-
currently collected acoustic data to improve 
abundance estimation for demersal species 
(Ona et al.1; Hanselman and Quinn, 2004; 
McQuinn et al., 2005; Fujioka et al., 2007). This subject 
also was the focus of a European-Union–funded proj-
ect (combining acoustic and trawl surveys to estimate 
fish abundance, CATEFA; Hjellvik et al., 2007). These 
studies showed improvements in survey precision with 
the use of various measures, including accuracy and 
travel costs, but none of the survey designs were much 
more precise than that of a design that was stratified 
optimally for a particular species. For Pacific ocean 
perch (POP) in the Gulf of Alaska (GOA), Krieger et al. 
(2001) showed a relatively strong relationship between 
catch rates and raw acoustic backscatter in a small 
study area. Acoustic data were collected sporadically 
during the NMFS GOA trawl surveys between 2001 
and 2004 (Hanselman and Quinn, 2004) and have been 
collected consistently from 2005 to the current study 
(2012). Several studies have correlated these acoustic 
data with trawl catch for rockfishes (Hanselman and 
Quinn, 2004; Fujioka et al., 2007) and walleye pollock 
(Theragra chalcogramma) (von Szalay et al., 2007). 
Although much of the previous research has focused 
on combining results from trawl surveys and acoustic 
surveys into a single biomass estimate by assessing 
their relative catchabilities, the focus of our study was 
to attempt to use acoustic data to improve a traditional 
trawl survey design.


Our objective was to test the hypothesis that the use 
of acoustic data in real time in the field to delineate 
areas with higher trawl-survey catch per unit effort 


(CPUE) of POP, relative to other survey areas, could 
increase precision of biomass estimates from trawl sur-
veys. To test this hypothesis, we employed an experi-
mental sampling design, the Trawl and Acoustic Pres-
ence/Absence Survey (TAPAS) (Everson et al., 1996). 
This design is a variant of the double sampling design 
(Thompson, 2002) and acoustic backscatter data are 
used to estimate the presence and size of areas, or 
“patches,” where CPUE may be high, compared with 
other survey areas, and to estimate the proportion of 
the total area classified as patches. Trawls are con-
ducted at stations randomly selected before a cruise 
(planned stations) and in the acoustically detected high-
CPUE patches identified during a cruise. The rationale 
of this design is to reduce sampling variability by al-
locating more sampling effort in the areas of higher 
CPUE. If high-CPUE areas can be correctly identified 
with acoustic backscatter, it should be possible to es-
timate biomass more efficiently. As with other double 
sampling designs, a critical assumption is that the 
auxiliary variable (e.g., acoustic backscatter) shows a 
strong correlation with the primary variable (e.g., trawl 
CPUE). We believe our study describes the first field 
application of this TAPAS design.


Materials and methods


Field methods


The study area for our 2009 field experiment was chosen 
because we had prior CPUE and acoustic data from the 
NMFS GOA trawl surveys and CPUE data from a prior 
ACS experiment (Hanselman et al., 2003). We confined 


1 Ona, E., M. Pennington, and J. H. Vølstad. 1991. Using 
acoustics to improve the precision of bottom-trawl indices 
of abundance. ICES Council Meeting (CM) document, 
1991/D:13, 11 p. 
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our study area to the NMFS-delineated strata on the 
continental shelf break at depths of 200–500 m in the 
Yakutat area of the GOA (Fig. 2) because these depths 
contain the bulk of POP biomass. The sampling area 
was 7800 km2.


The vessel used for our 2009 study was the FV Sea 
Storm, a 38-m stern ramp trawler with 1710 continuous 
horsepower. Stations were sampled with a standardized 
Poly-Nor’eastern high-opening bottom trawl rigged with 
roller gear and a 27.2-m headrope. All gear was the 
standard gear used for the NMFS GOA trawl surveys. 
For further details on the vessel and gear used for our 
2009 study, see the report by von Szalay et al. (2010). 
Acoustic backscatter was measured continuously during 
the day and during trawling, with a calibrated Sim-
rad2 (Kongsberg Maritime AS, Horten, Norway) ES60 
echosounder and a hull-mounted 38-kHz transducer. 
A total of 48 stations were preselected randomly from 
among stations that were successfully trawled during 
previous NMFS GOA trawl surveys (Fig. 2). The use of 
previously trawled locations eliminated search time for 
new locations suitable for random trawls. Once random 
stations were selected, we constructed the most efficient 


path, or trackline, to connect these planned stations. 
Depending on the acoustic backscatter encountered 
during a survey, these planned stations were later clas-
sified as either “background stations” (with low CPUE) 
or “patch stations” (with high CPUE).


The identification of patch stations required a simple 
and consistent definition for the spatial variability in 
acoustic backscatter along the trackline so that we 
could determine areas of intense backscatter that were 
large enough for bottom trawling. Acoustic backscatter 
data were examined in real time by using the Echo-
view live viewing module (Myriax Pty., Ltd., Hobart, 
Australia), and Echoview scripts were used to integrate 
the acoustic backscatter in cells along the seafloor. The 
conformal cells in this analysis had a height of 10 m 
(from 1.5 m to 11.5 m off the seafloor) and a length of 
100 m. The lower boundary of each cell was situated 1.5 
m off the seafloor to avoid errors in Echoview-derived 
bottom detection and to account for the “acoustic dead 
zone” (Simmonds and MacLennan, 2005)—the area 
where fishes are difficult to detect acoustically because 
the echo from the seafloor masks their acoustic signals. 
The value of 1.5 m was estimated with the equations 
in Ona and Mitson (1996) and a peak POP depth of 
~225 m (Hanselman et al., 2001). The 10-m height of 
the cells examined in our study was considerably larger 
than the mean height (~6 m) of the nets used in NMFS 


2 Mention of trade names or commercial companies is for 
identification purposes only and does not imply endorsement 
by the National Marine Fisheries Service, NOAA.


Figure 2
Stations sampled during an experimental rockfish acoustic–trawl survey conducted 
in 2009 near Yakutat, Alaska, at depths of 200–500 m. Gray triangles indicate “back-
ground” stations, which were areas of low-density catch per unit of effort (CPUE) 
identified in the field through the use of acoustic data. Black circles indicate “patch” 
stations, which were areas of high CPUE identified in the field. 
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bottom trawl surveys, but this difference accounts for 
POP swimming above a trawl net that may dive down 
into the net path in response to the pressure wave of 
the trawl. This potential for “herding” may increase 
the effective height of the net. In addition, Aglen (1996) 
found that the correlation between catch and acoustic 
backscatter off the seafloor was greatest for Atlantic 
species of Sebastes and suggested that a taller acoustic 
layer should be more robust for identification of areas 
of intense backscatter. The actual size of the acoustic 
layer, however, does not contribute directly to biomass 
estimates, which are based on CPUE data from trawls. 


Patch definition was determined with the use of 2 
metrics: 1) the value of mean volume backscattering, 
Sv (log decibels re 1 m–1


; MacLennan et al., 2002) that 
defines high acoustic intensity (Sv threshold) and 2) 
the proportion of cells where the Sv threshold was ex-
ceeded. A proportion criterion was used to smooth the 
Sv values across cells to avoid defining small areas with 
high acoustic backscatter as discrete patches. Analy-
sis of archived data indicated that a proportion was 
preferable to a moving average that was sensitive to 
intermittent large increases in Sv. The distance for 
evaluating the proportion of cells was a sampling win-
dow that spanned 31 cells for a total of 3.1 km, which 
is comparable to the distance needed to prepare for and 
conduct a bottom trawl. For our study, an area became 
designated as a patch when the proportion of cells in 
the sampling window that exceeded an Sv of –65.6 dB 
was 0.39 or higher. The criteria for patch definition 
were determined by using the 80th percentile of values 
from acoustic backscatter data measured aboard the FV 
Sea Storm during a NMFS GOA trawl survey in 2005 in 


S v
(d


B)


Time
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Figure 3
Example of script outputs for real-time monitoring of patches during a 
2009 acoustic–trawl survey. The time series (solid wavy line) and solid 
horizontal line represent mean volume backscattering (Sv) per 100 m and 
Sv threshold, respectively. The dashed time series and horizontal lines 
represent the proportion of 100-m cells exceeding the Sv threshold over a 
3.1-km window and the threshold for the proportion, respectively. Time is 
given in Alaska Daylight Time.


the same Yakutat area. The acoustic backscatter data 
were echo-integrated in Echoview, and the Sv values 
were exported and analyzed with R software scripts, 
vers. 2.9.0 (R Development Core Team, 2009), which 
generated graphs showing values of Sv that defined the 
start and end of patches meeting the threshold criteria 
(Fig. 3). In each identified patch, a location for a patch 
station that was at least 1 km (a single trawl length) 
from the edge of that patch was randomly selected, and 
a 10-min trawl was conducted from that random loca-
tion as the starting point. 


The CPUE data collected from these trawls were as-
signed to patch stations (random trawls conducted with-
in identified patches) or background stations (trawls 
conducted within planned stations at which the acoustic 
threshold was not exceeded). It is important to note that 
if a planned station was found to be located within an 
acoustically identified patch, a trawl was conducted at 
a patch station that was randomly selected within that 
patch rather than at the preselected location.


Data analysis


The acoustic backscatter data were processed and then 
categorized according to vessel activity. Echoview soft-
ware was used to correct the backscatter data for noise 
and erroneous seaf loor tracking. Partitioning back-
scatter by vessel activity was necessary to accurately 
estimate the size of patches and the total length of 
the path traveled by the FV Sea Storm inside patches. 
Hence, to eliminate double counting, we avoided track-
line segments where the boat circled around to set 
up trawls or searched for ground suitable for trawls. 


Seven vessel-activity categories were 
assigned to each 100-m cell: 1) tran-
siting between stations, 2) return-
ing to set up a trawl, 3) searching for 
ground suitable for trawls, 4) trawl 
deployment, 5) trawling (with offset 
for trawl distance behind the vessel), 
6) trawl recovery, and 7) other transit 
that was not part of our study. Cat-
egories 1 and 4–6 were included in 
this study. Overlap, defined as any-
where the vessel path was within 50 
m of the haul or earlier vessel path, 
was measured with ArcGIS software 
(ESRI, Redlands, CA, vers. 9.2).


CPUE was an estimate of fish den-
sity (kg/km2) at each station and was 
calculated as the catch of a species in 
kilograms divided by the area sam-
pled (i.e., the product of the net width 
in kilometers and the trawl trackline 
in kilometers). Patch length was com-
puted with the haversine formula to 
calculate great-circle distances (as 
implemented in the R package ar-
gosfilter; R Development Core Team. 
2009) between GPS coordinates for 
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every 100-m interval. These calculations were compared 
with results from summing the number of cells to verify 
that all cells were very close to 100 m in length and 
that the GPS systems functioned correctly. For example, 
using the GPS coordinates, we checked that a 10-cell 
window in Echoview was ~1 km in length.


We computed biomass estimates with 2 types of meth-
ods to compare magnitude and precision. With the first 
method, we omitted the patch stations, except when 
a patch station was originally a planned station, and 
calculated the abundance with an SRS estimator with 
the sample size used as if the full number of trawls had 
been sampled by simple random sampling (Thompson, 
2002). For the second method, we used the estimator 
derived for the TAPAS design. The TAPAS estimator 
is functionally similar to an SSRS estimator, with an 
important exception: in the TAPAS estimator, CPUE 
values from patch stations are treated as multiple 
strata weighted by their associated patch size, but, in 
an SSRS estimator, only the total area estimated to 
be in the patch stratum is used. An SSRS estimator 
was not used in our study for 2 reasons: 1) each patch 
is a separate stratum with a sample size of one, and 
therefore within-strata variances cannot be computed 
and 2) the sampling design introduces patch length as 
an additional random variable that may or may not 
correlate with CPUE. If there is no correlation with 
patch length and CPUE, and the relationship between 
Sv and CPUE is weak, then using the TAPAS design 
is similar to suboptimally allocating samples in an 
SSRS design. This suboptimal allocation would cause 
the TAPAS estimator to perform slightly worse than an 
SSRS estimator because of the extra random variable 
introduced, and the SSRS estimator would in turn be 
no better than an SRS estimator. 


The focus of the TAPAS design is to reduce the sam-
pling variance in estimating biomass based upon the 
degree to which acoustic backscatter corresponds with 
trawl CPUE. Each of these measures shows a relation-
ship with true fish density, and systematic biases rela-
tive to true density may exist in either measure because 
of processes such as fishes herding to trawl nets or 
responding to vessel noise. For Alaskan groundfishes, it 
is commonly assumed that trawl CPUE is less variable 
than acoustic backscatter as a measure of fish density 
(over the path of the trawl), although scenarios could oc-
cur where this assumption was not realistic (Fréon and 
Misund, 1999). Information that addresses systematic 
biases, such as catchability and availability of fish to a 
sampling method, could be incorporated into the TAPAS 
design, although this approach would not address the 
central issue of the imprecision of survey estimates that 
result from variable spatial distributions of rockfish. 
For stocks with quantitative stock assessment models, 
the degree of systematic biases potentially can be ad-
dressed by estimating catchability and gear selectivity 
parameters. 


The stratum-wide TAPAS and SRS estimates of bio-
mass were calculated with the following formulae based 
on Everson et al. (1996): 
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where D̂0  = the mean CPUE (kg/km2) of the back-
ground trawls;


 n = the total sample size;
 I = the total number of patches encountered;
 d̂i  = the CPUE (kg/km2) of trawl i;
 D̂1  = the mean CPUE of the patch trawls;
 l′ = the total track length within patches;
 B̂0  = the estimated biomass for swept areas at 


background stations (kg);
 A = the total sampling area (km2);
 L = the total length (km) of the trackline trav-


eled by the vessel throughout this study;
 B̂1 = the estimated biomass for swept areas at 


patch stations (kg);
 B̂ = the TAPAS estimate of total biomass in the 


sampling area;
 B̂SRS = the SRS estimate of total biomass in the 


sampling area; and
 I* = the number of patches that were not 


planned stations. 


The variance derived in Equation 7 of Everson et al. 
(1996) left out covariance and area terms. We derived 
an improved estimator of the variance (Table 1) using 
the delta method (Quinn and Deriso 1999); this deriva-
tion is presented in the Appendix. We computed confi-
dence intervals with the “log-Bayes” method suggested 
by Everson et al. (1996). Finally, we computed SRS and 
TAPAS confidence intervals with the bootstrap method 
(Efron and Tibshirani, 1993). In complex sampling de-
signs, there are alternative ways to bootstrap confidence 
intervals (Rao and Wu, 1988; Smith, 1997; Christman 
and Pontius, 2000). For our study, we examined several 
bootstrap methods and found that the results among 
them were similar. Thus, for comparison with analyti-
cal results, bootstrapping was conducted as suggested 
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Table 1
Biomass and variance estimators for 2 sampling designs, simple random sampling (SRS) and Trawl and Acoustic Presence/
Absence Survey (TAPAS), the latter of which was evaluated as a way to reduce the variability in estimated biomass for Pacific 
ocean perch (Sebastes alutus). B̂=estimated biomass (kg), d̂i =estimated catch per unit of effort (CPUE, kg/km2) in trawl i,  
d=the mean CPUE, A=total sampling area (km2), a=the amount of A sampled (km2), n=total sample size, p̂=the estimated 
proportion of the trackline in patches, li=the estimated length (km) of trackline in patch i, l′=the estimate of length (km) of 
total trackline in patches, l =the mean patch length, and L=the length of the entire trackline, I=the number of patches, I*=the 
number of patches excluding those originally in the background, and n̂L=an estimate of the effective number of independent 
samples on the trackline; the denominator of 12 was derived from the range parameter of the acoustic variogram.
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by Everson et al. (1996): pairs of patch lengths and 
associated values of patch CPUE were resampled to pre-
serve any correlation between patch length and CPUE. 
The number of patches selected was parametrically 
bootstrapped by drawing from a Poisson distribution 
with the realized number of patches as the mean of 
the distribution. An additional Poisson random vari-
able was drawn to determine whether a patch station 
was included in the SRS estimator. The mean of this 
second Poisson distribution was the number of planned 
stations that occurred in a patch during the survey. 
This source of variability reflects the probability that 
any of the observed patch stations could have been lo-
cated at one of our planned stations. Bootstrapping was 
conducted 10,000 times with the R statistical package 
(R Development Core Team, 2009). For the TAPAS es-
timators, both the CPUE values and the patch lengths 


were resampled with replacement, but, for the SRS 
estimator, only the CPUE values were resampled. Per-
centile confidence intervals were constructed with the 
bias-corrected method of Efron and Tibshirani (1993) 
that was used in Everson et al. (1996). This method 
centers intervals on the analytically estimated mean.


To improve the precision of the biomass estimates 
obtained with our planned design, we re-analyzed the 
data with alternative patch definitions. First, we ex-
amined the relationships of trawl CPUE to other vari-
ables, such as the maximum Sv, variance or standard 
deviation of Sv, median Sv, depth, products and ratios 
of these quantities, and multiple regressions. These 
examinations were done to see if focusing on different 
quantitative characteristics of the acoustic backscatter 
could result in an improved threshold. We then chose 
a number of alternative patch definitions and, with the 
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best alternative, estimated biomass and precision for 
comparison with our original field results.


We examined the spatial structure of the Sv along 
the entire trackline and fish densities from trawls us-
ing classical method of moments sample variograms 
(Cressie, 1993). We also re-examined the densities of 
POP in trawls from an ACS experiment conducted in 
1998 (Hanselman et al., 2001), during which trawls 
were conducted at a higher spatial resolution (i.e., closer 
together) than they were in our 2009 study. We coars-
ened the spatial resolution (upscaled the support) of the 
acoustic data by aggregating the Sv values so that the 
distance between Sv values was 1 km, which was the 
sampling resolution (support) of the trawl data (Atkin-
son and Tate, 2000). We varied the maximum distance 
of spatial correlation until a clear range was identified. 
We then fitted different variogram models (spherical, 
circular, exponential, and linear) to determine the best 
shape of the variogram model.


Results


Field sampling occurred during daylight hours over 12 
days in August 2009. A total of 59 trawls were com-
pleted, with 40 background trawls and 19 patch trawls 
(Fig. 2). The total weight of all species caught was 
30.1 metric tons (t). POP made up 55% of the overall 
catch from our study, followed by walleye pollock and 
shortraker rockfish (S. borealis) (Table 2). Mean CPUE 
of POP was 42,450 kg/km2 in patch trawls and 7,475 
kg/km2 in background trawls. The total trackline cov-
ered was 1250 km; 112 km of this total was in patches 
where we trawled. Overall, about 20% of the trackline 
(230 km) was above the threshold Sv but was either not 
long enough to invoke our patch definition or deemed 
untrawlable by the captain of the FV Sea Storm. A 
return to trawl inside patch stations added an additional 
travel cost of about 2% beyond the cost of trawling only 


Table 2
Catch (kg), number of individuals, and mean fork length (cm) of fish and associated coefficient of variation (CV) for the top species 
caught during our experimental rockfish acoustic–trawl survey conducted in 2009 near Yakutat, Alaska.


  Weight Number of Mean fork length Length CV
Common name Scientific name (kg) individuals (cm) (%)


Pacific ocean perch Sebastes alutus 16,603 27,276 32.3 19
Walleye pollock Theragra chalcogramma 3110 3988 45.8 12
Shortraker rockfish Sebastes borealis 2173 426 65.3 15
Arrowtooth flounder Atheresthes stomias 1738 1506 37.6 32
Shortsp ine thornyhead Sebastolobus alascanus 1020 5131 24.0 27
Dover sole Microstomus pacificus 789 963 40.2 15
Sablefish Anoplopoma fimbria 775 292 61.0 20
Dusky rockfish Sebastes variabilis 426 262 46.1  5
Silvergray rockfish Sebastes brevispinis 381 167 54.8 13
Jellyfish Chrysaora melanaster 320 187 —  —
Other  2836 8444 —  —


at planned stations. The last 2 of the 59 trawls were 
conducted after our planned trackline was completed, 
and the stations of these 2 trawls were identified with 
an alternative patch definition (see discussion later in 
this section); therefore, we did not use them in our main 
analysis. 


Before comparing Sv measurements with trawl densi-
ties, we checked for normality of the data. The distri-
bution of Sv along the trackline was reasonably normal 
(Fig. 4), but trawl densities of POP were left-skewed 
and required transformation to approach normality. 
Hanselman and Quinn (2004) showed that power trans-
formations were superior to the logarithm for POP sur-
vey data. Applying the Box-Cox power transformation 
showed that the likelihood surface at different powers 
was relatively flat between 0.1 and 0.3. We chose to 
use the fourth-root of trawl CPUE because it showed a 
better residual pattern and had higher correlation with 
Sv than did the logarithm and lower power transforma-
tions. The relationship between Sv and POP CPUE was 
relatively weak, particularly below –70 dB (Fig. 5). The 
relationship between POP CPUE and patch length was 
tenuous, with a low correlation coefficient (r=0.08). In 
some cases when our patch algorithm detected a patch, 
schools of POP appeared to dissipate or move off the 
seafloor in the time it took to return to the same loca-
tion and set up a trawl (Fig. 6). 


The resulting biomass estimates were very similar 
among the different types of estimators (Table 3, Fig. 
7). All estimates of biomass from our study were much 
more precise, in terms of the coefficient of variation 
(CV), than estimates of biomass based on data for the 
same area from the NMFS GOA trawl survey conduct-
ed in 2009 (Fig. 7). The bootstrap procedure yielded 
similar estimates of biomass and precision between the 
TAPAS and SRS estimators. If we included the 2 trawls 
conducted opportunistically off the planned trackline, 
on the basis of our alternative patch definition, the 
TAPAS design, with much higher biomass estimates, 
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Figure 5
Fourth-root transformed Pacific ocean perch (Sebastes alutus) catch 
per unit of effort (CPUE) versus mean volume backscattering (Sv) 
per trawl from our 2009 acoustic–trawl survey. Light gray squares 
indicate background stations, and black diamonds indicate patch 
stations.
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performed better than the SRS design (CV=27% vs. 
CV=34%).


We examined our results with respect to the variables 
that would have produced a better correlation with 
trawl CPUE. The weak relationship between Sv and 
POP CPUE was obtained when comparing only for the 
length of the trawl trackline (offset for trawl distance 


behind the vessel). Higher correlations between acoustic 
backscatter and trawl CPUE resulted when acoustic 
backscatter was calculated from segments that were 
centered at the trawl track and 3–5 times the length 
of the trawl trackline than from segments that were 
only the length of the trawl trackline. We derived 4 
new patch definitions, using a 3-trawl-length sampling 
window (~3 km), in addition to the patch definitions 
we used in the field (Table 4). We show results as if we 
had used the patch definition with the best relationship 
between Sv and POP density in the field.


Comparing these patch definitions, we found that 
the strongest predictor of POP CPUE was the one that 
used the 90th percentile of maximum Sv in a 3-trawl-
length sampling window, which approximated the win-
dow we used for our 2009 survey (Fig. 8). This sampling 
window also gave the lowest error rate in identifying 
areas of below-average CPUE as a patch station when 
they should not be (Table 5). The standard deviation 
of the 3-trawl-length sampling window also performed 
reasonably well. Alternative 5, one of the alternative 
patch definitions (Table 4), was attempted to combine 
backscatter variability and maximum Sv, but it did not 
perform better than maximum Sv alone. The addition 
of depth as a variable to any of these alternatives in 
a multiple regression yielded minor, insignificant im-
provements to the model. 


As a basis for a modified patch definition, we re-ana-
lyzed the acoustic data using an Sv criterion of –58.11 
dB derived from the 90th percentile of the maximum Sv 
from the original 2005 FV Sea Storm data in our 31-cell 
window. Only 8 of the previous 19 patch stations were 
located in patches under this new definition. 


Because of this smaller sample size, SRS 
estimates were less precise with this new 
patch definition than with the original patch 
definition. However, despite the smaller sam-
ple size, the new threshold for TAPAS did 
yield a slightly improved CV than the CV 
obtained with the original threshold (Table 
3). Overall biomass estimates were slightly 
higher, and all measures of precision yielded 
similar results (Table 3).


Variogram analysis of the Sv measure-
ments showed strong spatial correlation 
at the spatial resolution of the trawl data 
(Fig. 9A). Variogram analysis of the values 
of trawl CPUE collected during our study 
revealed no appreciable spatial structure, 
likely because the trawls were relatively far 
apart (146 km on average). Alternatively, 
we compared the Sv measurements from our 
2009 study with the values of CPUE col-
lected during an ACS experiment conducted 
in 1998 (Hanselman et al. 2001); CPUE data 
were collected at a finer scale (27 km on 
average) in the ACS experiment than in our 
study (Fig. 9B). We fitted a spherical model 
to the Sv measurements and a linear model 
to the trawl CPUE on the basis of visual fit 


Figure 4
Distribution of values of mean volume backscatter- 
ing (Sv) for 100-m segments over the trackline (n=12,998 
segments) surveyed during our 2009 acoustic–trawl 
survey. The dashed line is a density plot of a normal 
distribution with the same mean and standard  
deviation.
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Figure 6
Acoustic backscatter observed (A) during patch detection and (B) after returning to a trawl location. The 
black vertical lines mark 100-m distance intervals, the orange vertical lines mark the distance sampled 
with the trawl, the thick black horizontal lines show the 10-m conformal integration window.


and goodness of fit (coefficient of determination, r2). The 
range of correlation for the Sv measurements was larger 
(~13 km) than the range of correlation for the trawl 
densities (~8 km). The variogram for the trawl CPUE 
data had a relatively larger nugget, or unexplained mi-
croscale variance, than the variogram for the Sv data.


Discussion


The study area, Yakutat, and target species, POP, for 
our field study were chosen to increase the likelihood of 
obtaining a strong relationship between acoustic back-
scatter and trawl CPUE. Several previous studies had 
observed relatively strong relationships for rockfishes 
between Sv and trawl CPUE in the GOA (Krieger et al., 
2001; Hanselman and Quinn, 2004; Fujioka et al., 2007), 
and the Yakutat area was known to have high rockfish 
abundance. Additionally, Hanselman and Quinn (2004) 
and Fujioka et al. (2007) showed that stratifying by 


acoustic backscatter or double sampling could improve 
precision of biomass estimates on the basis of data col-
lected during previous ACS surveys for rockfishes and 
biennial NMFS GOA trawl surveys. The use of real-time 
processing of acoustic backscatter to determine patches 
was efficient, and POP were the most commonly caught 
species and were found in higher densities than other 
fishes at patch stations. However, the conditions that 
make the TAPAS design more efficient than random 
sampling, as shown in simulation studies (Spencer et 
al., 2012), did not materialize in the fieldwork described 
here.


For the TAPAS design to be more effective than SRS, 
the categorization of patch and background areas must 
show a correspondence with trawl CPUE (i.e., CPUE 
values consistently should be higher at the patch sta-
tions than at the background stations). When this cor-
respondence does not occur, the use of these categories 
does not improve the precision of biomass estimates 
and increases variability because the sizes of the patch 
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Figure 8
Relationship of maximum mean volume backscattering (Sv) to the 
fourth root of Pacific ocean perch (Sebastes alutus) catch per unit of 
effort (CPUE), from our 2009 acoustic–trawl survey, in an acoustic 
sampling window with a length of 3 trawls (~ 3.0 km). Light gray 
squares indicate background stations, and black diamonds indicate 
patch stations.
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and background areas are estimated. De-
spite the minimal requirement of classify-
ing the acoustic data into only 2 catego-
ries, the results of our study indicate that 
the effectiveness of the TAPAS design re-
mains dependent upon the strength of the 
relationship between Sv and trawl CPUE. 
Patch size and CPUE were only weakly 
correlated, and the variance of the planned 
stations was not as high as expected. Var-
iogram analysis of ACS data showed that 
the spatial correlation range for trawl 
CPUE may be smaller than the range for 
Sv data. Previous variograms estimated 
for the NMFS GOA trawl surveys had in-
dicated a range of ~4.5 km (Hanselman et 
al. 2001), which was also smaller than the 
range of the acoustic backscatter collected 
in our study. The larger range of the Sv 
data may indicate that some of the inten-
sity of Sv is a result of ambient variables 
other than POP density. The nugget (un-
explained variance) of the trawl CPUE is 
large, relative to the total variance for the 
trawl CPUE, an indication that the trawl 
CPUE data likely have more measurement 
error than the acoustic data and that the 
data were sparser. The trawl CPUE var-
iogram in our study had a larger range 
than did the individual areas analyzed in 
Hanselman et al. (2001). This difference in 
range could have occurred because the ag-
gregated data in our study had more pairs 
of trawl densities at larger lag distances 
than did the spatially explicit variograms 
with smaller sample sizes in that earlier 
study. 


One source of discrepancy between the 
acoustic and trawl data is that multiple 
species contribute to the acoustic backscat-
ter. Von Szalay et al. (2007) had success 
relating acoustic backscatter of walleye pol-
lock with CPUE in the Bering Sea. Howev-
er, walleye pollock make up the majority of 
the biomass in the Bering Sea; in contrast, 
POP is one of a number of abundant spe-
cies in the GOA. Krieger et al. (2001) had 
more success relating acoustic backscat-
ter with rockfishes using a Simrad EK500 
quantitative echosounder. In their study, 
which was conducted in the more rugged 
habitat off Southeast Alaska, the catch was 
primarily rockfishes and contained species 
that were smaller in size than the larger 
rockfish species and walleye pollock that 
made up the non-POP catch in our study. 
Although we restricted our study area to 
depths where POP would be the dominant 
species and, indeed, where POP was the 
largest component of our catch, our origi-


Figure 7
Comparison of bootstrap versus derived analytical results for the 
estimators for the Trawl and Acoustic Presence/Absence Survey 
(TAPAS) sampling design, with (A) a proportion of the 80th percentile 
of the mean volume backscattering (Sv) in a 31-cell window and (B) 
simple random sampling (SRS) and the 2009 NMFS trawl survey 
in the same area. Analytical confidence intervals are approximately 
95% (±2 standard deviation). Bootstrap confidence intervals are 
bias-corrected 95% percentile intervals. 
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Table 3
Parameter estimates from 2 sampling designs, Trawl and 
Acoustic Presence/Absence Survey (TAPAS), and simple 
random sampling (SRS), with the use of 2 different patch 
definitions. Patch definitions are based on percentiles 
of mean or maximum volume backscattering (Sv) from 
acoustic data collected during our 2009 acoustic–trawl 
survey. Rockfish densities and biomass estimates are 
given in metric tons per square kilometers (t/km2) and 
metric tons (t), respectively. n=total sample size, I=the 
number of patches, l′= the estimate of length (km) of total 
trackline in patches, L=the length of the entire trackline, 
D0=the mean background CPUE, D1=the mean patch 
CPUE, B0=the background biomass, B1=the patch bio-
mass, B=the TAPAS estimate of total biomass (kg), BSRS = 
the SRS estimate of total biomass. SRS coefficients of 
variation (CVs) were calculated by using the full sample 
size (n).


 80th percentile 90th percentile
Parameter of mean Sv of max Sv


N–I 40 41
n 57 49
I 17 8
l′ 93.6 43.5
L 1251 1251
D0  7.48  7.43
D1  9.74  24.82
B0  53,928  55,898
B1  5684  6734
B  59,612   62,632 
CVB (analytical) 34.6 34.0 
CVB (bootstrap) 34.5 33.6
BSRS  68,517  68,517 
CVSRS (analytical) 27.8 30.0
CVSRS (bootstrap) 30.2 31.9


nal sampling algorithm revealed patches of acoustic 
backscatter that were not characteristic of rockfishes. 
Steadier and less intense than backscatter associated 
with rockfishes, these patches may have been caused 
by squid (Berryteuthis spp.) or eulachon (Thaleichthys 
pacificus). In addition, a substantial amount of walleye 
pollock was caught coincident with POP catches. The 
TAPAS design may perform better in multispecies situ-
ations because of the relatively relaxed requirement of 
categorizing data into 2 groups, as opposed to the more 
involved effort of a statistical regression required for 
double sampling in a regression design.


Differences in the portions of the water column sur-
veyed by the 2 sampling methods also can lead to low 
correspondence between acoustic and trawl data. Rock-
fishes can be closely associated with the seafloor and, 
perhaps, in the acoustic dead zone, but walleye pollock 
and other species are typically observed higher in the 
water column. We also noted the ephemeral nature of 
fish schools (Fig. 6), which may be attributed to re-
sponses to vessel noise or to changes in the position of 
fishes in the water column for foraging. Diurnal and 
seasonal changes in the level of aggregation clearly 
could hinder the effectiveness of our acoustic algorithm 
in relation to fish CPUE. Changes of the vertical orien-
tation of POP to the seafloor also could influence back-
scatter and may have affected our acoustic algorithm 
(Fréon and Misund 1999). 


When the field data from our study were re-analyzed 
with different patch definitions, we found that CPUE 
was more strongly related to acoustic backscatter in a 
window longer than the typical trawl distance—likely a 
result of the extremely fine spatial structure of schools 
or to the behavioral reactions of fishes to the initial 
pass of the FV Sea Storm over the patch (Mitson and 
Knudsen, 2003). If the spatial structure of schools was 
relatively narrow, then the trawl net may not have 
passed through the same school that was identified 
by the echosounder because of currents and imperfect 
tracking of the original vessel path (Ona and Godø, 
1990; Engas et al., 2000). Re-analysis revealed that 
the use of the 90th percentile of maximum Sv was more 
successful in identifying stations where rockfish CPUE 
was high and resulted in slightly more precise biomass 
estimates, compared with results from the original 
patch definition, despite a lower sample size. As with 
the analysis of Hanselman and Quinn (2004) with their 
ACS simulations, our re-analysis of the acoustic data 
showed that the TAPAS estimator can be improved 
when a high criterion of acoustic backscatter is used for 
the patch definition (i.e., additional sampling is invoked 
only in a few, high fish-density instances) and essen-
tially outliers are removed from the random sampling 
portion of the ACS and TAPAS estimators.


The TAPAS design incorporates aspects of both adap-
tive sampling, which usually consists of a single sam-
pling gear applied to a highly variable spatial distribu-
tion, and double sampling designs that rely on sampling 
primary and auxiliary variables (Thompson, 2002). 
The TAPAS design provides one operational method 


for implementing a double sampling for stratification 
design. The use of acoustics to stratify a survey area 
was generally recommended by Fujioka et al. (2007) and 
Hjellvik et al. (2007), with the difference that acous-
tic backscatter is continuously monitored rather than 
sampled in discrete units. 


Results from our study and the ACS design attempted 
by Hanselman et al. (2003) highlight that even when 
focusing specifically on the abundance of rockfishes, it 
is difficult to survey stocks with high spatial variability 
that exist on both trawlable and untrawlable grounds. 
In the ACS surveys of Hanselman et al. (2003) special-
ized tire gear was used, which made trawling on each 
cluster station possible, but made comparisons of CPUE 
impractical between those ACS surveys and surveys 
that used typical NMFS trawl gear. In our study, we 
used standard NMFS trawl gear; however, it could not 
be used in all observed patch stations. If POP were 
more abundant in some of these untrawlable patches 
and we had used different gear that would have allowed 
us to survey those patches, we may have had higher 







390 Fishery Bulletin 110(4)


Table 4
The original method used in our 2009 acoustic–trawl survey and proposed alternative methods for selection of “patches,” or 
areas where catch per unit of effort may have been high, compared with other survey areas, on the basis of acoustic backscat-
ter over a sampling window of 3 trawl lengths. Patch definitions were based on a threshold of mean volume backscattering (Sv). 
 Alternatives were created to maximize the strength of the relationship of Sv to CPUE and improve survey precision. 


Original patch definition


The Sv was computed for each 100-m cell within a moving window of 31 cells or 3.1 km. A patch was defined when the 
proportion of these cells exceeding an Sv value of –65.6 dB was greater than 0.39 (the 80th percentile of the backscatter data 
collected in the Yakutat, Alaska, area in 2005 aboard the FV Sea Storm). 


Alternative 1


Higher field threshold definition
To account for the uniform and weak nonrockfish backscatter encountered in the field, the Sv threshold was increased to –61.4 
dB from the value used in the original method. The threshold for the moving proportion was lowered to 0.13. These values 
were computed from the 90th and 50th percentiles of our field data, respectively. The rationale for this definition was to detect 
patches when the acoustic backscatter was more variable but stronger than the backscatter detected as patches with the 
original patch definition. 


Alternative 2


Standard deviation of Sv
To capture the tight intermittent clustering of rockfish schools, we used the following threshold: the standard deviation of Sv 
was above the 80th percentile. The rationale of this definition was to capture some distributional properties associated with 
rockfish acoustic backscatter. 


Alternative 3


Variance to mean ratio of Sv
To remove uniform, diffuse acoustic backscatter and account for tight intermittent clustering of rockfish schools, we used the 
following threshold: the variance-to-mean ratio was above the 80th percentile. The rationale of this definition was to identify a 
patch when the variance-to-mean ratio moved far above 1 (e.g., departing from a Poisson distribution toward a hypergeometric 
distribution). 


Alternative 4


Maximum Sv
If the survey was conducted in a depth stratum and area where the target species was abundant, it was assumed that pulses in 
maximum Sv should reflect the dominant species. For this alternative, the 90th percentile of maximum Sv was used.


Alternative 5 


Maximum Sv and standard deviation of Sv
This method refined Alternative 4 by adding variability into the criterion in a multiple regression. The rationale of this 
definition was similar to the rationale of Alternative 2.


POP densities in our patch trawls. When comparing our 
estimates with assessments of Hanselman et al. (2003), 
we found that the CV on mean CPUE was lower at the 
planned stations in our study than in the SRS portion 
of the ACS study. Unlike the bimodal bootstrap distri-
bution of the SRS estimates in Hanselman et al. (2003), 
a relatively Gaussian distribution resulted when boot-
strapping the TAPAS and SRS estimators. Both designs 
have the disadvantage of having a variable sample size, 
but both have the advantage of completing a survey in 
a single pass through a study area. The TAPAS design 
imposed a small additional cost for travel time because 
our vessel had to return to trawl a random location in a 


patch, but the daily number of trawls conducted was not 
affected. The ACS and TAPAS designs are both more 
efficient than some of other two-stage designs that re-
quire the completion of an initial random sample before 
the second stage can begin. Another challenge with field 
studies of spatially variable species is that performance 
of survey designs depends highly on the fish densities 
encountered in a given survey. 


Previous attempts to improve the correspondence 
between acoustic backscatter and trawl CPUE have 
focused on partitioning the acoustic backscatter to spe-
cies (Mackinson et al., 2005) and quantifying relative 
catchability of these 2 sampling methods (McQuinn et 
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Table 5
Comparison of 5 alternative methods of patch selection to the original design for a 3-trawl-length (~3.0 km) acoustic sampling 
window. 


Patch   Selects above Selects below Error rate
definition  Description average CPUE average CPUE (%)


Original 80th percentile, 0.38 of the time 14 4 22
1 90th percentile, 0.12 of the time  7 2 22
2 80th percentile of the standard deviation of Sv  4 1 20
3 80th percentile of variance to mean ratio  4 1 20
4 90th percentile of max Sv  6 1 14
5 80th percentile of 1/max Sv×SD (Sv)  4 1 20


Figure 9
(A) Variogram of mean volume backscattering (Sv) from the vessel path (n=669 mean values) sampled during our 
2009 acoustic–trawl survey. Line is spherical model fit: range (where spatial correlation ends)=12.9 km, partial 
sill (explained variance)=17.5 km, nugget (unexplained microscale variance)=2.6 (B) Variogram of [CPUE]0.25 
during the 1998 adaptive-cluster-sampling experiment (n=147 trawls). The line is the linear model fit: range=7.5 
km, partial sill=3.0 km, nugget=2.2. 
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al., 2005). Beare et al.3 found that using the length and 
species composition information from trawls to partition 
acoustic backscatter to species improved correlations. 
Mackinson et al. (2005) used a fuzzy logic approach to 
examine the relationship between acoustic backscatter 
and trawl CPUE, and they found that depth was a bet-
ter predictor of trawl CPUE than was acoustic backscat-
ter. For Alaskan groundfishes, species composition can 
be inferred relatively accurately by depth (Hanselman 
and Quinn 2004). Further work should focus on iden-
tifying specific characteristics of acoustic backscatter, 
such as school shape, target strength, and school den-


sity that would contrast rockfishes from co-occurring 
species. However, multivariate analyses have shown 
that distinguishing POP backscatter from walleye pol-
lock backscatter is challenging (Spencer et al.4). 


Increased precision for future applications of the 
TAPAS design could be attained in several ways. Im-
proved correspondence between acoustic backscatter and 
trawl CPUE, for example, could be obtained from better 
partitioning of acoustic backscatter to species and quan-
tifying the availability and vulnerability of a fish to 
these 2 sampling methods. Spencer et al. (2012) showed 


4 Spencer, P. D., D. H. Hanselman, and D. R. McKelvey.  
2011. Evaluation of echosign data in improving trawl survey 
biomass estimates for patchily-distributed rockfish. North 
Pacific Research Board Final Report 809, 110 p. [Avail-
able from http://doc.nprb.org/web/08_prjs /809_final%20
report_revised%20_2_.pdf, accessed September 2011.]


3 Beare, D. J., D. G. Reid, T. Greig, N. Bez, V. Hjellvik, O. R.  
Godø, M. Bouleau, J. van der Kooij, S. Neville, and S. Mack-
inson. 2004. Positive relationships between bottom trawl 
and acoustic data. ICES CM (council meeting) document 
2004/R:24, 15 p.



http://doc.nprb.org/web/08_prjs/809_final report_revised _2_.pdf

http://doc.nprb.org/web/08_prjs/809_final report_revised _2_.pdf
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that the highest gains in efficiency for the TAPAS de-
sign, compared with SRS in simulations, were achieved 
when the spatial correlation of fish density was low and 
there was a large number of patches of small size. Such 
circumstances resulted in the TAPAS design sampling 
a high proportion of the total area of patches in the 
population. In addition, Spencer et al. (2012) showed 
that a modified TAPAS design, in which every third 
patch was sampled, resulted in higher efficiency than 
did an SRS design. However, the situations in Spencer 
et al. (2012) where there were significant gains in per-
formance relative to SRS occurred only when there was 
a strong relationship between Sv and CPUE. Everson 
et al. (1996) showed that precision could be most im-
proved when patches were smallest and they were a low 
proportion of the total survey area such that the prob-
ability of sampling high-CPUE areas during a random 
survey was low. These results indicate that the TAPAS 
design may show greater gains in precision for biomass 
estimates of a stock that is even more concentrated into 
small areas than is POP.


For these rockfish stocks, the greatest improvement 
in precision of trawl-survey indices of biomass can be 
achieved by increasing the overall sample size in the 
narrow depth band where they are most abundant. 
The ACS and TAPAS designs are useful frameworks 
for efficiently adding samples in abundant areas, and 
they also can serve to improve the NMFS trawl index 
in specific high-variability strata. Clearly, these designs 
should be applied only in depths and areas of known 
high abundance and variability of a species of interest, 
and the design should use a high threshold for invoking 
additional sampling.


For the TAPAS design to be applied efficiently, the 
specific acoustic backscatter characteristics of a target 
species need to be well known so that the relationships 
between patch definition, patch length, and CPUE are 
strong. Under these conditions (e.g., a patch station reli-
ably has high CPUE), it might be beneficial to obtain an 
additional commercial vessel to follow the primary sur-
vey vessel, sample patch stations, and retain the catch, 
while the primary survey vessel continues to sample 
planned stations. These cost-recovery surveys (e.g., 
Hanselman et al. 2003) have been useful in Alaska as 
zero- or low-cost alternatives to the normal practice of 
discarding catch on purely random surveys. 


Even if a design that combines acoustic surveys and 
trawl surveys could provide superior estimates of bio-
mass, in practice, such a design would have to be modi-
fied to a context of a multispecies groundfish survey in 
most situations. Such adaptation is an additional com-
plication in the use of novel sampling designs, given the 
competing sampling goals and limited resources of fish-
eries monitoring. In a multispecies context, the TAPAS 
design may be a way to add more sampling effort for 
major species groups that occupy a similar depth or 
area when differentiation of backscatter is difficult (as 
it is for rockfishes and walleye pollock). An avenue of 
future research would be to examine the precision of 
biomass estimates determined with the TAPAS design 


for multiple species that produce significant acoustic 
backscatter. 


Conclusions


Our work shows that sampling fish populations with 
high spatial variability remains a challenge. To more 
accurately understand acoustic and spatial patterns for 
POP and other rockfishes, it may be necessary to con-
sider more quantitative acoustic or geostatistical meth-
ods and to move away from the traditional paradigm of 
bottom trawl surveys (Godø, 2009). However, in areas 
that are fortunate enough to have a long time series 
of standardized fishery-independent surveys, it is rare 
and, perhaps, unwise to make changes to the sampling 
design or the sampling method. TAPAS and analogous 
designs could be used to increase sampling intensity for 
specific stocks, without necessarily creating a break in a 
biomass time series. The potential improvement in the 
precision of biomass estimates through the use of the 
TAPAS design when a strong relationship exists between 
Sv and CPUE (Spencer et al., 2012) offers motivation for 
continuing to refine our understanding of acoustic and 
spatial patterns and the methods used to define high-
CPUE patches. 
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Appendix 


This appendix outlines the method with which we 
derived TAPAS variance estimators. Capital letters 
denote random variables; lower case letters denote real-
ized values of random variables. This formulation rede-
fines l′/L as an estimate of p, which is the proportion of 
the survey area in the patches, so that the properties 
of the binomial distribution can be used to capture the 
variability of track lengths of patches. Overbar notation 
refers to the mean, and hat notation refers to a sample 
estimate.


Definitions


p–Proportion of survey area in patches,


 
l
t


'


,


a–Total area swept by bottom trawl, A–Total area of 
sampling area, D0–Mean background CPUE, B0–Back-
ground biomass, AD0(1–p), t–Total track length, l′–Total 
track length within patches,


l l
I


i
'=∑ ,  


li–Length of track in patch i, I–Total number of patches 
encountered, L–Sum of length in patches, Li–Length of 
patch i, Di–Mean CPUE within patch i, D1–Mean patch 
CPUE in all patches,
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B1–Patch biomass,
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B– B0 + B1, B–Total biomass


⇒ −( )+ −( ) +( )B AD p AD p A D p D p= 1 = 10 1 0 1 .


Biomass variance 


After defining the variables, we derived the variance of 
the overall biomass estimate (V[B]):


V B A V D p D p[ ] −( ) + = 12
0 1 .


We used the definition of the variance of a sum:


V B A V D p V D p Cov D p D p[ ] −( )  + [ ]+ −( ) (= 1 12
0 1 0 12 , )).


We applied the definition of the variance of a sum again:
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We removed constants and re-arranged the equation so 
that covariance terms were at the end:
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We defined parts to simplify the derivation with the 
delta method: 
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We aggregated the parts:
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We rearranged the terms (covariance between D0 and 
p̂  was assumed to be zero):
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We estimated the biomass variance by replacing expected 
values with sample statistics:
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 was the finite population correction.


Derivation of the variance of the estimates of p, D0, and D1


Variance of the estimate of p:


Each patch accounted for some proportion of the total 
length of the trackline so that pi=Li/t. We were inter-
ested in the overall proportion of the trackline that was 
in the patches, or p. The parameter p was considered to 
be a parameter of a binomial distribution. In a binomial 
distribution, an estimate of p is X/n, where X was the 
number of successes in n discrete observations. In our 
TAPAS application, the total of the discrete observations 
was n̂L  (the number of 100-m segments along the survey 
trackline) and X was the number of these observations 
that were in a patch. Our sample estimate of X/n was p̂  
with the binomial estimated variance: 


ˆ ˆ
ˆ ˆ


ˆ
.V p


p p
nL


[ ] −
=


( )1


These n̂L  observations could have been assumed to be 
independent, but there was likely some spatial correla-
tion. For our application, variogram analysis of acoustic 
backscatter data indicated that the range parameter 
was ~12 km. This range resulted in an effective sample 
size that was much smaller than the total number of 
discrete sampling units, and variance was underesti-
mated. The value of n̂L  used in the variance equation 
should reflect this autocorrelation. In our application, 
we divided our total trackline length (~1200 km) by the 
variogram range parameter (~12 km), a calculation that 
yielded an n̂L ~100.


Variance of the estimate of D0:


The variance in D0 was the straightforward random 
sampling estimator shown as the variance of D̂0  in 
Table 1.
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Variance of the estimate of D1:


Recall that D1 was estimated as
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where zi = pi/p. 


This expression rescaled the values of pi so that they 
summed to one. In this case, we observed a given number 
of “samples” of trackline from the patches, and zi was the 
proportion of all the patch trackline that was in patch i. 
This calculation was still a binomial distribution, except, 
in this case, we ignored the background category and 
were concerned only with the patches. 


We applied the delta method to this sum of products 
of random variables:
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The variance of zi could be obtained with the same 
method as that for the variance of p, with an adjusted 
nL. We substituted sample statistics for expected values 
to obtain the estimated variance of D1:
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In theory, the term for Cov( Di , zj) should be a nonzero 
value. For example, consider a case with 2 patches. If 
the proportion in one patch is large, the proportion in 
the other patch is small, and CPUE and patch length 
(the proportion) are correlated, then the CPUE would be 
small in the patch with the small proportion. However, 
as the number of patches becomes much greater than 2, 
the covariance between patches and density decreases 
as zj→0. We assumed this covariance was negligible:
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Covariance of [D1, p]:
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Here, we did not substitute zi for pi/p because the set of 
pi was common to both functions. Recall that the covari-
ance of 2 functions of random variables was
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In our application, g(x) = D1 and h(x) = p.


We applied the delta method:
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We used the argument above that Cov (Di , pj) , where i 
≠ j, can be ignored. This argument leaves only the Cov 
(Di , pi), which, in the sampling design of the TAPAS, 
was expected to be a nonzero value (i.e., the length of a 
given patch is correlated with the CPUE of that patch):
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We substituted sample statistics to obtain the covari-
ance of [D1, p] :
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Many fish species associate with and 
find refuge in high-relief substrate, 
where bottom trawl surveys are inef-
fective (O’Connell and Carlile, 1993; 
Yoklavich et al., 2000; Zimmermann, 
2003). The bottom trawl survey of the 
Gulf of Alaska (GOA) conducted by 
researchers with the NOAA Alaska 
Fisheries Science Center (AFSC) 
(von Szalay et al., 2010) routinely 
encounters areas that are untrawlable 
because of rough substrate or known 
hazards to fishing gear on the sea-
floor. When untrawlable substrate is 
located at a designated sampling sta-
tion, an alternate location with suit-
able substrate is sought nearby (von 
Szalay et al., 2010). Mean estimates of 
species abundance from sampling sta-
tions are then extrapolated over the 
entire management area, including 
known untrawlable areas. Yet rock-
fish abundance between trawlable and 
untrawlable areas can vary consid-
erably (Stein et al., 1992; Jagielo et 
al., 2003; Rooper et al., 2007) and is 
often lower in trawlable areas than 
in untrawlable areas (O’Connell and 
Carlile, 1993; Rooper et al., 2010). 
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Abstract—Rockfishes (Sebastes spp.)  
are an important component of 
North Pacif ic marine ecosystems 
and commercial fisheries. Because 
the rocky, high-relief substrate that 
rockfishes often inhabit is inacces-
sible to standard survey trawls, pop-
ulation abundance assessments for 
many rockfish species are difficult. 
As part of a large study to classify 
substrate and compare complemen-
tary sampling tools, we investigated 
the feasibility of using an acoustic 
survey in conjunction with a lowered 
stereo-video camera, a remotely oper-
ated vehicle, and a modified bottom 
trawl to estimate rockfish biomass 
in untrawlable habitat. The Snake-
head Bank south of Kodiak Island, 
Alaska, was surveyed repeatedly over 
4 days and nights. Dusky rockfish 
(S. variabilis), northern rockfish (S. 
polyspinis), and harlequin rockfish (S. 
variegatus) were the most abundant 
species observed on the bank. Back-
scatter attributed to rockfish were 
collected primarily near the seafloor 
at a mean height off the bottom of 1.5 
m. Total rockfish backscatter and the 
height of backscatter off the bottom 
did not differ among survey passes or 
between night and day. Biomass esti-
mates for the 41 square nautical-mile 
area surveyed on this small, predomi-
nantly untrawlable bank were 2350 
metric tons (t) of dusky rockfish, 331 
t of northern rockfish, and 137 t of 
harlequin rockfish. These biomass 
estimates are 5–60 times the density 
estimated for these rockfish species 
by a regularly conducted bottom trawl 
survey covering the bank and the sur-
rounding shelf. This finding shows 
that bottom trawl surveys can under-
estimate the abundance of rockfishes 
in untrawlable areas and, therefore, 
may underestimate overall population 
abundance for these species. 


Therefore, extrapolated estimates can 
be inaccurate. 


In habitats that cannot be sam-
pled adequately with trawls, acoustic 
methods combined with complementa-
ry sampling tools may improve rock-
fish stock assessments by providing 
more complete and accurate estimates 
of rockfish populations. Acoustic sur-
veys can cover large areas and much 
of the water column in a relatively 
short time, but accurate abundance 
estimates require consideration of the 
target species, their diel movements 
and association with the seaf loor, 
and the type and structure of the 
substrate. It has been demonstrated 
that acoustic surveys can be success-
fully used to assess pelagic rockfish 
populations in areas of relatively low 
relief (Wilkins, 1986; Richards et al., 
1991; Stanley et al., 2000; Krieger 
et al., 2001). Cooke et al. (2003) de-
scribed methods for acoustically sam-
pling fishes in areas of high relief by 
performing multiple passes at vari-
ous angles to thoroughly map the sea-
f loor. However, when fish are on or 
near the bottom in the acoustic dead 
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zone, (i.e., the near-bottom zone where the echo from 
the seaf loor masks acoustic signals from organisms 
near the seafloor), a large portion of the population may 
go undetected (Ona and Mitson, 1996), particularly in 
areas where the bottom terrain is rough or variable. 


Besides the problem of resolving fish backscatter 
within the dead zone, scientists also must consider 
the problem of determining the species composition 
and size distribution of fishes that are detected in that 
zone. Starr et al. (1996) used a submersible in asso-
ciation with acoustics to estimate rockfish distribution 
and abundance. Krieger (1992), and Krieger and Ito 
(1998) used visual surveys from manned submersibles 
to assess rockfish abundance in untrawlable areas and 
compared their numbers with those from trawl catches. 
For surveying in large areas, however, manned sub-
mersibles are costly, labor-intensive, and inefficient. 
Williams et al. (2010) demonstrated the feasibility of 
using stereo-video drop (i.e., lowered) camera systems 
for assessing rockfish species and size in untrawlable 
areas. Ressler et al. (2009) and Rooper et al. (2010) suc-
cessfully used underwater cameras and echo sounding 
systems to assess rockfish populations in rocky habitat. 
However, the species of interest in these studies were 
far enough above the bottom that assessment in the 
acoustic dead zone was not necessary. 


Rockfishes, of the genus Sebastes, constitute a large 
and diverse assemblage within North Pacific marine 
ecosystems and are important components of this re-
gion’s commercial fisheries. Of the rockfish species in 
the GOA, Pacific ocean perch (Sebastes alutus), north-
ern rockfish (S. polyspinis), and dusky rockfish (S. 
variabilis) are among the most abundant. They are the 
only rockfish species supporting commercial fisheries 
(aside from occasional directed fisheries for the demer-
sal shelf rockfish complex in specific areas), and all 3 
species have experienced local depletions within the 
last decade (Hanselman et al., 2007). In our study on 
Snakehead Bank, dusky, northern, and harlequin (S. 
variegatus) rockfishes were the most abundant species 
observed during our surveys and the species on which 
our analyses focused. Determination of precise popula-
tion estimates for dusky, northern, and harlequin rock-
fishes is challenging because these species aggregate in 
rocky, high-relief areas where it is difficult to conduct 
trawl surveys to estimate abundance. 


Dusky rockfish are managed as part of the pelagic 
shelf rockfish assemblage and are routinely caught by 
trawlers on the outer continental shelf at depths of 
100–150 m. Dusky rockfish also have been observed 
on banks and near gullies with hard, rocky habitats 
containing sponges and corals. Commercial catches of 
dusky rockfish are primarily located on banks near 
Yakutat in southeast Alaska and to the east and south 
of Kodiak Island, Alaska (Lunsford et al., 2009). 


Northern rockfish are presently managed as a single 
stock in the GOA (Heifetz et al., 2009). The preferred 
habitat of adult northern rockfish in the GOA appears 
to be hard, rocky, or uneven substrate on relatively 
shallow rises and banks on the outer continental shelf 


at depths of ~75–150 m. One such rise south of Kodiak 
Island known as Snakehead Bank accounted for 46% of 
the northern rockfish catch during the 1990s (Clausen 
and Heifetz, 2002). Northern rockfish stocks on Snake-
head Bank have been depleted, and the commercial 
fishery is nearly absent compared to past effort in this 
area (Heifetz et al., 2009). 


The primary objective of this work, which formed 
part of a larger study, was to use acoustic and com-
plementary sampling tools to evaluate the feasibility 
of improving abundance estimates of rockfish species 
in an untrawlable habitat in the GOA. Other aspects 
of the larger study, comparing sampling technologies 
(Rooper et al., 2012 [this issue]) and investigating the 
use of acoustics for substrate classification (Weber1), are 
reported elsewhere in this issue of Fishery Bulletin or 
otherwise available. We used a combination of acoustic 
backscatter measurements, video observations from a 
stereo-video drop camera (SDC), a remotely operated ve-
hicle (ROV), and catch composition data from a modified 
bottom trawl to estimate abundances of rockfish species 
on Snakehead Bank. To establish whether or not rock-
fishes are disproportionately abundant in untrawlable 
areas, we compared estimates of rockfish biomass for 
the dominant species on Snakehead Bank with those 
obtained from the AFSC biennial bottom trawl survey. 


Materials and methods


This study was conducted during the period of 3–12 
October 2009 with 2 vessels at a relatively shallow 
bank, known locally as Snakehead Bank, located at 
the GOA shelf break about 74.1 km (40 nautical miles 
[nmi]) south of Kodiak Island (Fig. 1). The acoustic 
surveys and ROV deployments were conducted aboard 
the NOAA Ship Oscar Dyson. The SDC and bottom trawl 
were deployed from the FV Epic Explorer. This site was 
selected because of high historical catches of northern 
rockfish in the commercial fishery and AFSC bottom 
trawl survey (Clausen and Heifetz, 2002) and an abun-
dance of rough substrate designated as untrawlable by 
the AFSC GOA bottom trawl survey (Martin2). 


The Snakehead Bank survey initially consisted of 14 
parallel transects 9.3 km (5 nmi) long and spaced 2.2 
km (1.2 nmi) apart (Fig. 1). Several transects were ex-
tended where significant backscatter continued beyond 
the original endpoints used during the first pass. A 
pass, defined as a complete survey of all transect lines, 
was attempted twice—once during daylight hours and 
again at night—on 4 consecutive days. The number and 
length of transects surveyed were similar within each 
pair of passes (day and night) but varied between pairs 
because deteriorating weather conditions made it impos-


1 Weber, T. 2011. Unpubl. data. Center for Coastal and 
Ocean Mapping, Univ. New Hampshire, Durham, NH 03824.


2 Martin, M. 2009. Personal commun. Alaska Fisheries 
Science Center, Seattle, WA 98115.
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SDC=9
ROV=5
Trawl=6


Figure 1
Location of the survey site on Snakehead Bank in the Gulf of Alaska near 
Kodiak Island, Alaska. Parallel lines represent the full extent of tran-
sects surveyed and the core area is represented by the rectangle outlined 
in black in the middle of this bank. Other colored polygons represent 
trawlability, which was determined with multibeam acoustic backscat-
ter. Symbols indicate sites where the stereo-video drop camera (SDC), 
remotely operated vehicle (ROV), or bottom trawls were deployed. Green 
bars depict acoustic backscatter (sA; m2 nmi–2) attributed to rockfishes 
(species mix) on the bank. Red bars depict rockfishes (e.g., Pacific ocean 
perch [Sebastes alutus]) detected at depths >150 m along the bank flanks. 
The height of the scale bar for acoustic backscatter represents 19,000 sA. 


sible to cover all transects on each successive pass. The 
core area, or the common area covered on all passes 
(Fig. 1), was used in further analyses to ensure that 
similar areas were used in comparisons between passes 
made on different days and between pairs of passes.


Acoustic equipment and backscatter processing


Acoustic measurements were collected with a calibrated 
Simrad3 (Kongsberg AS, Horten, Norway) EK60 sci-
entific echo sounding system (Simrad, 2004) with 5 
split-beam transducers (18, 38, 70, 120, and 200 kHz) 
and a Simrad ME70 multibeam echo sounder (Trenkel 
et al., 2008). The split-beam transducers were mounted 
on the bottom of a retractable centerboard, positioning 
the transducers 9.15 m below the water surface during 


survey activities. A pulse length of 0.512 ms and ping 
rate of 1.0 s were used for all EK60 data collections. 
Nominal half-power beam widths were 7° for the 38-, 70-, 
120-, and 200-kHz transducers and 11° for the 18-kHz 
transducer. Acoustic instruments on the Oscar Dyson, 
other than the split-beam and multibeam systems, were 
turned off (e.g., the navigational fathometer, Doppler 
speed log) during acoustic data collections. Data process-
ing and analyses of the acoustic data were performed 
with Echoview software, vers. 4.70.48 (Myriax Software, 
Hobart, Tasmania, Australia). The 38-kHz echo sounder 
was the primary source for the quantitative rockfish 
backscatter measurements presented here. To mea-
sure performance of the EK60 system, acoustic system 
calibrations with a standard target were conducted by 
following the methods of Foote et al. (1987).


3 Mention of trade names or commercial 
companies is for identification purposes 
only and does not imply endorsement by 
the National Marine Fisheries Service, 
NOAA.


The echo sounders estimated the distance 
to the bottom with the amplitude-based algo-
rithm (with a threshold of –36 dB re 1 m–1) 
implemented in the echo sounder software 
(Simrad ER60, vers. 2.1.2). The mean of the 
sounder-detected bottom from all 5 frequen-
cies of the EK60 echo sounder was used as 
the bottom discrimination line in further 
data processing (Jones et al., 2011). Acoustic 
measurements were integrated from 16 m be-
low the surface to the bottom discrimination 
line. All echograms were examined for bot-
tom integrations. Acoustic backscatter was 
averaged at 2 resolutions: 185 m (0.1 nmi) 
horizontal by 1) 0.5 m vertical down to 0.5 
m above the bottom discrimination line and 
2) 0.25 m vertical from 0.5 m to the bottom 
discrimination line. All data were exported 
using an SV integration threshold of –70 dB 
re 1 m–1. 


Based on calculations from Ona and Mit-
son (1996), the near-bottom acoustic dead 
zone calculated with the current system 
configuration was about 0.3 m at a depth of 
100 m. With an additional zone of partial 
integration (where part of the sampled vol-
ume is in the dead zone) equivalent to ~0.2 
m and a backstep of 0.25 m (to ensure that 
backscatter from the seaf loor is excluded), 
the total integrator dead zone at a depth 
of 100 m was ~0.7 m above the sounder-
detected bottom.


Backscatter was designated to a catego-
ry (i.e., rockfishes on the bank, deep rock-
fishes, bubbles, or zooplankton mix) based 
on backscatter morphology, location on the 
bank, depth in the water column, and fre-
quency response. Backscatter attributed 
to rockfishes was assigned to 2 categories 
based on location in the water column and 
whether the rockfishes were located on the 
shallow bank or deeper adjacent shelf break 
(i.e., bank flanks). Thus, backscatter in one 
category, hereafter referred to as rockfishes 
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on the bank, indicated rockfishes located on top of the 
relatively shallow bank (<150 m) within ~5 m of the 
bottom and represented the dominant species observed 
by SDC and ROV and captured by trawl. Backscatter 
in the other category, hereafter referred to as deep 
rockfishes, indicated rockfishes located at depths >150 
m and generally >10 m off the bottom over the bank 
flanks. The deep rockfish backscatter over the bank 
flanks was attributed to Pacific ocean perch because 
that was the only species observed in an SDC deploy-
ment in that vicinity.


Several areas on the bank contained backscatter 
that resembled bubble plumes rising from the seafloor. 
Such backscatter was characterized by comparing the 
frequency response relative to 38 kHz. The expected 
volume backscattering strength from rockfishes at 18, 
70, 120, and 200 kHz is within 5 dB of the volume 
backscattering strength at 38 kHz (De Robertis et 
al., 2010). Any backscatter resembling bubble plumes 
with a frequency response that differed from the re-
sponse at 38 kHz by more than 5 dB was classified 
as bubbles; otherwise, backscatter was classified as 
rockfishes on the bank or as deep rockfishes over the 
f lanks. 


Differences in mean rockfish backscatter for all 8 
passes were evaluated with ANOVA. Tests were per-
formed on natural log-transformed data because of un-
equal variances in the raw data. Differences in rockfish 
backscatter within pass pairs (between night and day) 
were evaluated with a paired T-test. All tests were con-
sidered significant at an alpha level of 0.05.


The mean height above the seafloor of the seafloor, 
or height off bottom (m), for backscatter attributed to 
rockfishes on the bank was calculated for each pass 
with the following formula:


Mean height off bottom = ∑(sAi × hi) / ∑ sAi,


where sAi =  the nautical area scattering coefficient 
(MacLennan et al., 2002) in each bin with 
a resolution of 185×0.5 m (except in the bin 
closest to the bottom, which was 0.25 m  
high and offset from the bottom by an addi-
tional 0.25 m); and 


 hi = the height off bottom of each respective bin. 


For rockfish backscatter and height off bottom, each 
pass was considered a sample unit because data for 
adjacent transects were not independent. In addition, 
transects differed in length, and, if transects were 
used as sample units, the contribution of the shorter 
transects would be disproportionate compared to the 
contributions of other transects because shorter tran-
sects would receive the same weight as longer ones. 
Because of these conditions, estimates of sampling 
variance were expressed as coefficients of variance 
(CV) with passes as the sample unit, rather than as 
standard deviations derived from transects as the 
sample units, and, for that reason, we do not show 
error bars in our figures.


Stereo-video drop camera


The SDC (for a full description, see Williams et al., 
2010) was used to identify and count fish species. Paired 
still images from 2 video cameras were used to estimate 
fish length and height off bottom. All SDC deployments 
were conducted in locations where fish aggregations 
were identified acoustically. The SDC was maintained 
at a constant height off bottom by using a live video feed 
to the surface. The paired cameras were oriented at 30° 
off horizontal (forward and slightly down), allowing the 
field of view to extend vertically from the seafloor to ~3 
m off bottom. The horizontal field of view surveyed by 
the cameras (W) was ~2.4 m. The distance the SDC cov-
ered along the seafloor (L) was approximated by using 
the GPS on the Epic Explorer. The area swept during 
each SDC deployment was calculated as W×L and the 
catch per unit of effort (CPUE) for each species was cal-
culated as the number of fish observed per area swept.


All fishes observed in a camera deployment were 
counted and identified to species when possible. Height 
off bottom was measured from the seafloor to 2.0 m off 
the bottom and grouped in 0.5-m increments. Height 
off bottom was estimated from a single camera for 2 
deployments because a malfunction of one of the cam-
eras did not allow stereo measurements of fish length 
or height off bottom. Height off bottom was compared 
for single- and stereo-camera counts from deployments 
where both cameras functioned properly. 


Remotely operated vehicle


A Phantom DS4 ROV (Deep Ocean Engineering, Inc., 
San Jose, California) was used to collect data to verify 
substrate type, identify species, measure length of domi-
nant rockfishes, and determine species–substrate rela-
tionships (for a full description, see Rooper et al., 2012). 
All measurements were made with a pair of parallel 
lasers 20 cm apart and a third laser that crossed each 
parallel laser at specified distances from the cameras. 
Height off bottom for fishes observed in ROV deploy-
ments was estimated as either on the bottom, up to 2.0 m 
off the bottom, or >2.0 m off the bottom. The ROV was 
not maintained with a constant field of view above the 
seafloor; therefore, we did not calculate the area swept 
and a CPUE for this survey tool. 


Modified bottom trawl


Trawl deployments were conducted to collect rockfish 
specimens for species and size composition for compari-
son with SDC data (for a full description, see Rooper 
et al., 2012). The trawl was a modified 4-seam Poly-
Nor’Eastern bottom trawl similar to those trawls used 
by the AFSC in the GOA bottom trawl survey (Stauffer, 
2004). The major modifications to the net were heavier 
netting material in the belly of the net, a footrope with 
tire gear through the center, and continuous roller 
gear through the sweeps. Estimates of rockfish densi-
ties were not calculated from these trawl deployments 
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because they were conducted in locations where fish 
aggregations were acoustically detected and therefore 
the level of catches would be biased high. Because our 
trawl deployments were not done at random locations, 
catch estimates from them could not be compared with 
results from regular bottom trawl surveys designed to 
provide estimates of rockfish density and biomass.


Abundance estimation


Fish abundance was estimated for the 3 most abundant 
rockfish species encountered in the core area covered 
in our study on Snakehead Bank: dusky, northern, 
and harlequin rockfishes. Abundance estimates above 
the acoustic dead zone were calculated for each species 
and depth layer. These estimates were then combined 
with abundance estimates from the acoustic dead zone, 
which were calculated by using 2 different methods 
(described later in this section), to obtain estimates of 
total species abundance. 


Length-frequency distributions and species compo-
sitions were derived from SDC, ROV, and trawl de-
ployments. Length-frequency distributions, backscat-
ter measurements, species compositions, and a target 
strength (TS) regression (described later in this sec-
tion) were used to estimate the total number of fish in 
1-cm length bins, by following Simmonds and MacLen-
nan (2005). Length-weight relationships obtained from 
catch data for each species, from AFSC bottom trawl 
surveys conducted in the summer in the GOA, were 
used to estimate a biomass for each species and depth 
layer above the acoustic dead zone. 


It was not possible to obtain an estimate of rockfish 
TS during this study, and no published estimates for 
the primary species encountered are available. There-
fore, the regression described for generic physoclist 
fishes, TS=20log10L – 67.5, where L is fork length (cm) 
(Foote, 1987), was used as an approximation. Stan-
ley et al. (2000) used this TS relationship for widow 
rockfish (S. entomelas) because it was shown to also 
agree with several studies on deepwater redfish (S. 
mentella). Rooper et al. (2010) also used the same 
TS regression for a combination of Sebastes species 
in the Bering Sea. Furthermore, Kang and Hwang 
(2003) examined ex situ TS of Korean rockfish (S. 
schlegelii) and obtained a similar relationship of TS= 
20log10L – 67.7.


Biomass in the 0.7-m acoustic dead zone was cal-
culated by 2 methods to account for the binning of 
the video observations in 0.5-m increments. The first 
method used the correction proposed by Ona and Mit-
son (1996). This correction extrapolates backscatter 
to the dead zone from a designated zone above the 
dead zone. The resulting backscatter within the dead 
zone was apportioned to species based on species com-
position data from the SDC. The second method for 
calculating abundance in the dead zone used 2 com-
binations of depth layers and species ratios from SDC 
counts (i.e., “1.0-m SDC ratio” and “0.5-m SDC ra-
tio”, Fig. 2, B and C). This method, where a constant, 
weight-specific TS across species and size classes is 
assumed, used the ratio of species relative abundance 
from SDC counts in adjacent depth layers to extrapo-
late abundance from a depth layer above the dead zone 


to a layer within the dead zone with the 
following equation: 


Az,j = (Cz,j / Cz+1,j) × Az+1,j,


where Az,j =  the abundance in metric tons 
of species j in depth layer z;


 Cz,j =  the relative abundance of spe-
cies j in depth layer z (from 
the camera data);


 Cz+1,j =  the relative abundance of spe-
cies j in the depth layer z+1 
(also from the camera data); 
and 


 Az+1, j =  the abundance in metric tons 
(derived from acoustic mea-
surements) of species j in 
depth layer z+1. 


For the “1.0-m SDC ratio,” z represents 
the depth layer of 0–1.0 m and z+1 repre-
sents the depth layer of 1.0–2.0 m. For the 
“0.5-m SDC ratio,” z represents the depth 
layer of 0–0.5 m and z+1 represents the 
depth layer of 0.5–1.0 m. Abundance esti-
mates for all depth layers were combined 
for total biomass values by species and 
method. 


A B C


Figure 2
Diagram of depth layers used in calculations of abundances for the 
dead zone in 2 methods: (A) Ona and Mitson (1996) dead zone correc-
tion, as well as (B) extrapolation of abundance from the depth layer 
of 1.0–2.0 m to the depth layer of 0–1.0 m using the ratio of fishes 
observed in counts from images collected with the stereo-video drop 
camera (SDC) and (C) extrapolation of abundance from the depth 
layer of 0.5–1.0 m to the depth layer of 0–0.5 m by using the ratio of 
fishes observed in SDC counts. EK60 refers to abundance estimation 
by using backscatter collected with a Simrad EK60 scientific echo 
sounder. A dead zone is a near-bottom area where the echo from the 
seaf loor masks acoustic signals from organisms near the seaf loor.


bottom bottom bottom
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Trawlability index


Multibeam acoustic data collected with an 
ME70 echo sounder were processed to char-
acterize parameters that could potentially 
be used as an index for trawlability (Weber1). 
SDC and ROV images were used to verify 
substrate typing from these multibeam data. 
The trawlability index was mapped along 
with EK60 backscatter by using ARCMAP 
software, vers. 9.3.1 (ESRI, Redlands, Cal-
ifornia) to determine the amount of area 
designated to each substrate type and the 
association between substrate type and fish 
backscatter.


Results


The core area of the acoustic survey com-
prised parts of 7 transects (numbers 5–11, 
Fig. 1) totaling ~59 km (32 nmi) for each of 
8 passes. Bottom depths ranged from 63 to 
233 m (mean 118 m) over all transects and 63 
to 171 m (mean 101 m) within the core area. 


Backscatter designation and height off bottom


Most (63%) of the backscatter attributed to rockfishes on 
the bank was observed within the core area, primarily 
along the 3 eastern transects (numbers 8–10, Fig. 1). The 
variation in rockfish backscatter among passes was rela-
tively low (CV=0.27, N=8, Fig. 3A), and no significant 
difference was observed in mean rockfish backscatter 
between day and night passes (P=0.29, Fig. 3A). 


Counts of fishes off bottom, determined from deploy-
ments with only one functional camera, were verified 
by comparing them with counts from the stereo-video 
camera deployments where both cameras functioned 
properly. With the single-camera deployments, ~10% 
of dusky rockfish and 25% of northern rockfish were 
closer to the bottom than those same speicies observed 
with the stereo-cameras during the same delployments. 
No harlequin rockfish were seen during the deploy-
ments from which single- and stereo-camera compari-
sons were made. When the deployments during which 
images were collected from only one camera were not 
included in analysis, overall abundance estimates de-
creased ~40% for dusky rockfish and increased 350% 
for northern rockfish. These differences in abundance 
estimates resulted from a change in the relative species 
abundance: 83% of all dusky rockfish and 79% of all 
harlequin rockfish encountered on all SDC deployments 
were observed during the 2 single-camera deployments. 
Because of the relatively minor change in assignments 
of height off bottom and the large change in species 
composition and abundance that would result if these 
data were not included, estimates of height off bottom 
from single-camera deployments were included in our 
analyses. 


The mean height off bottom for backscatter attributed 
to rockfishes over all passes in the core area was 1.5 m 
(Fig. 3B). Height off bottom for rockfish backscatter was 
variable among passes (CV=0.47, N=8) largely because 
the height off bottom of backscatter was greater on the 
last daytime pass of the survey than on other passes.


Species composition


Relatively similar species compositions of the major rock-
fish species (dusky, northern, and harlequin rockfishes) 
were observed with the different sampling tools. For all 
sampling tools, the dusky rockfish was more abundant 
(40% of individuals for SDC, 51% for ROV, and 67% for 
trawl) than all other species, and the harlequin rockfish 
was the second-most observed species (12% of individu-
als for both SDC and ROV, and 28% for trawl). Aside 
from juvenile Pacific ocean perch observed with the ROV 
(12%), northern rockfish was the third-most abundant 
species (3% of individuals for ROV, 4% for trawl, and 
12% for SDC). The SDC observed the highest number 
of unidentified juvenile (22%) and adult (8%) rockfishes, 
and the ROV observed the largest number (10) of spe-
cies identified (for full details, see Rooper et al., 2012). 


Stereo-video drop camera


In total, 9 deployments of the SDC were conducted (Fig. 
1). More than 3 times as often as any other species, 
dusky rockfish were observed at heights >0.5 m off the 
bottom with the SDC (Fig. 4). Although dusky rockfish 
composed only ~10% of all fishes identified at heights 
<0.5 m off the bottom (Fig. 4), 56% of all observed dusky 
rockfish were seen in this depth layer (Fig. 5). Surveyed 
with the SDC, unidentified juvenile rockfishes composed 
the largest group (43%) that was observed at heights 
<0.5 m off the bottom (Fig. 4). 
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Figure 3
(A) Mean rockfish backscatter (sA; m2nmi–2) and (B) mean height 
off bottom (m) of rockfish backscatter in the core area of surveys 
conducted on Snakehead Bank by survey day for each pair of passes 
(one during the day and one at night for each day of the surveys). 
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Figure 5
Percentage of each major rockfish species—dusky (Sebastes variabi-
lis), northern (S. polyspinis), and harlequin rockfish (S. variegatus)—
encountered with the stereo-video drop camera by half-meter bins 
of height off the bottom. Note that harlequin rockfish were absent  
1–2 m off the bottom. 
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Percentage of species encountered


Northern rockfish made up 20% of all fishes encoun-
tered at heights >0.5 m off the bottom with the SDC 
but were a small percentage (3%) of all fishes observed 


<0.5 m off the bottom (Fig. 4). However, the majority 
of northern rockfish (39%) were encountered <0.5 m off 
the bottom (Fig. 5). 


Harlequin rockfish composed 21% of 
the fishes observed at heights <0.5 m 
off the bottom with the SDC (Fig. 4). 
Harlequin rockfish were observed only 
<1.0 m off the bottom with the SDC 
and were most prevalent (86%) <0.5 m 
off the bottom (Fig. 5). 


Remotely operated vehicle


The ROV was deployed at 5 sites during 
the survey (Fig. 1). Of the dusky rock-
fish observed with the ROV, ~3% were 
found on the bottom and 11% were seen 
>2.0 m off the bottom. In contrast, 
~65% of harlequin rockfish and ~50% 
of the northern rockfish observed with 
the ROV were on the bottom. 


Bottom trawl


Trawl deployments were conducted at 
6 locations (Fig. 1). More than 98% of 
the individuals caught in the bottom 
trawl were from the 3 major rockfish 
species (dusky, northern, and harlequin 
rockfishes). 


Trawlability and abundance estimates


The trawlability index derived from 
the multibeam sonar (Weber1) sug-
gested that the majority (73%) of the 
core area covered in our survey con-
sisted of untrawlable habitat. Addi-
tionally, the majority of the rockfish 
backscatter (95%) from the core area 
was located in that untrawlable habi-
tat (Fig. 1). 


Only dusky rockfish were found >2.0 m  
off the bottom on the bank; therefore 
all rockfish backscatter >2.0 m off the 
bottom was attributed to that spe-
cies. The resulting biomass estimate 
for dusky rockfish observed within the 
core area >2.0 m off the bottom was 
262 metric tons (t).


Both dusky and northern rockfishes 
were observed 1.0–2.0 m off the bot-
tom; therefore, backscatter in that 
depth layer was split between these 
species based on their relative abun-
dance in SDC counts (56% and 33%, 
respectively). The resulting biomass 
was 331 t for dusky rockfish and 103 t 
northern rockfish in the depth layer of 
1.0–2.0 m off the bottom. 
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Figure 4
Relative species composition observed by depth layer for each type of 
sampling tool: stereo-video drop camera (SDC), remotely operated vehicle 
(ROV), and bottom trawl. Note that the depth layers for each tool are of 
different heights off the bottom and that there are 3 layers for the ROV, 
2 for the SDC, and one for the trawl. 
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Figure 6
Total abundance values (measured in metric tons of observed fish) for 
dusky (Sebastes variabilis), northern (S. polyspinis), and harlequin 
(S. variegatus) rockfishes in the core area of the surveys conducted 
on Snakehead Bank and calculated with the Ona and Mitson (1996) 
dead zone correction, 1.0-m and 0.5-m SDC ratios, and with the mean 
of all of these abundance estimation methods combined. 
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Estimation method


The majority of all fish species were 
<0.5 m off the bottom according to SDC 
counts and ROV observations (Fig. 4). 
Although the 3 major species considered 
here composed <40% of all f ishes ob-
served <0.5 m off the bottom (Fig. 4), 
the majority of the observed individuals 
from these 3 species were encountered 
in this depth layer (Fig. 5). 


The abundance estimates determined 
by using the Ona and Mitson (1996) dead 
zone correction for fishes observed <1.0 m 
off the bottom resulted in an additional 
2082 t of dusky rockfish (43% of all fishes 
in that depth layer) for a total water-col-
umn biomass of 2676 t. Harlequin rock-
fish (13% of all fishes in that depth layer) 
were the second-most abundant species 
<1.0 m off the bottom, but their biomass 
amounted to only 79 t because of their 
small size. Biomass of northern rockfish 
<1.0 m off the bottom (8% of all fishes in 
that depth layer) was 217 t, based on the 
Ona and Mitson correction method, and 
total water-column biomass was 321 t  
(Fig. 6).


The abundance estimate for rockfishes 
<1.0 m off the bottom determined using the approach 
of the 1.0-m SDC ratio resulted in an additional 1171 t  
of dusky rockfish (3.5 times the estimate for the 1.0–
2.0-m depth layer) and 117 t of northern rockfish (1.1 
times the estimate for the 1.0–2.0-m depth layer). 
Combining all depth layers resulted in total water-col-
umn estimates of 1765 t of dusky rockfish and 220 t of 
northern rockfish (Fig. 6). Because no harlequin rock-
fish were observed >1.0 m off the bottom, it was not 
possible to estimate their biomass with this method. 


Abundance estimates determined with the 0.5-m 
SDC ratio and camera counts in the 0.5–1.0 m depth 
layer resulted in 574 t of dusky rockfish (70% of all 
fishes in that depth layer), 90 t of northern rockfish 
(12% of all fishes in that layer), and 28 t of harlequin 
rockfish (11% of all fishes in that depth layer). For 
rockfishes encountered <0.5 m off the bottom, the fol-
lowing estimates were calculated: an additional 1441 
t of dusky rockfish (2.5 times the estimate for the 0.5–
1.0-m depth layer); 258 t of northern rockfish (2.9 times 
the estimate for the 0.5–1.0-m depth layer estimate); 
and 167 t of harlequin rockfish (6 times the estimate 
for the 0.5–1.0-m depth layer). Summing over all depth 
layers resulted in total water-column estimates of 2609 
t for dusky rockfish, 452 t for northern rockfish, and 
195 t for harlequin rockfish (Fig. 6). 


The total abundance estimates that resulted from 
these 3 approaches were within 34% of one another 
for dusky rockfish, 30% for northern rockfish, and 40% 
for harlequin rockfish (Fig. 6). Because no specific ap-
proach to estimate biomass was clearly superior, the 
estimates were averaged, and an overall biomass for 
each species was calculated. The resulting mean bio-


mass estimates were 2350 t for dusky rockfish, 331 t 
for northern rockfish, and 137 t for harlequin rockfish 
(Fig. 6). 


Backscatter attributed to bubbles


Backscatter at numerous sites within our Snakehead 
Bank study area resembled rising bubble plumes. These 
backscatter patterns were visible at all 5 EK60 frequen-
cies and often extended from the seaf loor vertically 
through the lower half of the water column. An ROV 
deployment in the vicinity of these backscatter verified 
the presence of bubbles seeping from the seafloor (Fig. 7). 
Most of the backscatter attributed to bubbles (62%) 
in the entire survey was recorded within untrawlable 
areas. At the base of several areas of bubble backscatter, 
we observed aggregations that appeared to be fish based 
on echo morphology and frequency response. It was dif-
ficult to classify backscatter as either bubbles or fishes. 
However, the total amount of backscatter attributed to 
bubbles was <7% of the backscatter attributed to rock-
fishes. Additionally, most of the backscatter attributed to 
rockfishes (pass average: 78%) occurred in areas without 
bubble plumes. 


Rock formations, presumably calcium carbonate pave-
ments, and bubbles emanating from the substrate of-
ten co-occurred. Subsequent water collections near the 
bubble seeps verified methane levels in the water col-
umn up to 40 times those of atmospheric equilibrium 
conditions at ambient temperature and salinity (Lilley4). 


4 Lilley, M. 2010. Unpubl. data. School of Oceanography, 
Univ. Washington, Seattle, WA 98195.
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Underwater observations by ROV of areas with hard 
substrate and bubble plumes in the northwest corner 
of our study region confirmed that rockfishes were also 
present in these areas. Underwater video also showed 
numerous species of rockfishes taking refuge in rocky 
crevices and under carbonate ledges (Fig. 7). 


Discussion


Several sampling tools were used during an acoustic 
survey to assess the species and abundance of rock-
fishes on a predominantly untrawlable bank in the GOA. 
Each tool has advantages and limitations, but, when 
used together, they can give a more complete picture of 
habitat and species abundances. Acoustic surveys are 
excellent means for enumerating midwater organisms 
of known target strength. However, species that are 
strongly bottom-oriented are difficult to assess with 
sonar because of the acoustic dead zone. In addition, this 
problem is exacerbated in high-relief or sloped terrain 


where rockfishes are abundant because the upper extent 
of the dead zone is determined by where the acoustic 
beam first encounters the seaf loor within the beam 
footprint (i.e., the shallowest point within the beam). 
Furthermore, acoustic sampling alone is often insuffi-
cient to differentiate between species if multiple species 
are aggregated or have similar frequency-response or 
backscattering characteristics. In areas of rough terrain, 
or for species that are bottom-oriented or aggregated 
densely, video images can provide a better mechanism 
to quantify relative species abundance.


Differences observed in the amounts of the rockfish 
species between the other 3 sampling tools (SDC, ROV, 
and modified bottom trawl) could be partly explained 
by the deployment procedures for the different tools. 
The SDC was lowered to the seafloor and drifted along 
transects at a consistent height off bottom without al-
tering the camera angle. Because we surveyed in this 
manner, the SDC sampling effort remained constant 
for the different depth layers and was viewable up to 
about 2.0 m off the bottom. The ROV, because it was 


Figure 7
Images captured during our study on Snakehead Bank: (A) several rockfish species above carbon-
ate pavement as seen from the remotely operated vehicle (ROV); (B) mixed rockfishes in untrawlable 
habitat as seen from the ROV; (C) dusky rockfishes at various heights off the bottom as seen from the 
stereo-video drop camera and (D) bubbles emanating from the substrate (with inset of bubble close up) 
as seen from the ROV.
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powered, did not drift with the Oscar Dyson and was 
capable of observing specific objects of interest and 
identifying more fishes to species. The added control 
capability allowed greater f lexibility to observe and 
identify fishes or features of particular interest, such 
as bubble plumes. Indeed, if not for the precise control 
of the ROV, the presence of bubble seeps would not 
have been confirmed. However, when specific objects 
are investigated, standardization of the viewing field 
and effort becomes more difficult. Bottom trawl surveys 
allow for complete species identification and length mea-
surement of captured individuals but do not facilitate 
allocating catch to specific depth layers. Other aspects 
of the sampling procedures, such as time to deploy 
equipment and process samples, difficulty of operation, 
and cost, have been considered by Rooper et al. (2012).


Generally, northern and harlequin rockfishes ob-
served with the SDC and ROV were smaller than the 
rockfishes of those species observed with the bottom 
trawl, indicating size selectivity in the bottom trawl 
surveys (Rooper et al., 2012). Although the mesh size 
of the net may allow escape of juveniles and smaller 
adults, some of the difference in the estimated size 
distributions between the video and trawl equipment 
also could be a result of different reactions to the gear 
by juveniles compared to reactions by adults. Darting 
into cracks and crevices, juvenile rockfishes appeared to 
react differently to the ROV (and to a lesser degree to 
the SDC) than did adults. In contrast, most near-bottom 
adult rockfishes on the bank did not appear startled 
or exhibit obvious avoidance behavior to the ROV or 
SDC, although there was the potential for avoidance 
or attraction of adult fish to the ROV or SDC outside 
a camera’s field of view (Stoner et al., 2008). If this 
hiding behavior of juveniles also occurs in response to 
an approaching trawl and adults show less avoidance 
behavior, a disproportionate capture of larger fishes 
may occur.


Despite a locally patchy distribution, abundance in 
the core area of our survey did not change significantly 
between passes, indicating that fishes were relatively 
stable in their geographic distribution over the limited 
duration of this study. Although most of the backscatter 
was located in habitat designated as untrawlable, dusky 
and northern rockfishes also were observed in trawlable 
areas. Juvenile rockfishes were much more prevalent 
in untrawlable areas than in trawlable areas, and the 
harlequin rockfish, which is smaller than the dusky and 
northern rockfishes, was not seen at all in the trawlable 
areas. This finding is likely a result of the shelter re-
quirements of juvenile rockfishes and agrees with the 
observations of Krieger (1992) on unidentified, small 
(<25 cm fork length) rockfishes in southeast Alaska. 


The AFSC GOA bottom trawl survey is conducted 
biennially to assess the distribution and abundance 
of the principal groundfish species (von Szalay et. al., 
2010). Snakehead Bank lies primarily within the Ko-
diak International North Pacific Fisheries Commis-
sion (INPFC) statistical area. Results from the AFSC 
bottom trawl survey conducted in 2009 indicate that 


94% of dusky rockfish observed in the Kodiak INPFC 
statistical area were found in the depth stratum of 
100–200 m that covers an area of 43,333 km2 (12,634 
nmi2) (von Szalay et al., 2010). The density estimate for 
dusky rockfish was 8.8 kg/ha in the depth stratum of 
100–200 m from the 2009 bottom trawl survey in the 
Kodiak INPFC statistical area. Our estimate for dusky 
rockfish from surveys on Snakehead Bank was 167.1 kg/
ha, almost 19 times the value of the estimate from the 
2009 bottom trawl survey in the Kodiak INPFC statisti-
cal area. The difference between our density estimates 
for Snakehead Bank and the AFSC estimates from the 
2009 bottom trawl survey for the entire statistical area 
is likely attributable to rockfishes being observed pre-
dominantly within untrawlable habitat on Snakehead 
Bank. About 3% of the substrate in the depth stratum 
of 100–200 m within the Kodiak INPFC statistical area 
has been designated as untrawlable by the AFSC for its 
bottom trawl surveys. It is important to note that the 
designation of trawlability in the AFSC bottom trawl 
survey does not necessarily equate to our multibeam 
trawlability index because, unlike our index, the bottom 
trawl survey’s designation is applied to a grid consisting 
of cells of predefined size. When the higher densities of 
dusky rockfish from Snakehead Bank were applied to 
the untrawlable portion of the Kodiak INPFC statisti-
cal area in the depth stratum of 100–200 m, the total 
abundance within that stratum increased by nearly 
60% from 38,000 t to 60,000 t. Similar patterns existed 
for the other 2 rockfish species. The results from the 
2009 bottom trawl survey indicated that the majority 
of northern (54%) and harlequin (97%) rockfishes were 
observed in the depth stratum of 100–200 m in the 
Kodiak INPFC statistical area. The density estimate 
for northern rockfish on Snakehead Bank was 5 times 
the estimate from the 2009 bottom trawl survey (depth 
stratum: 100–200 m), and the estimate for Snakehead 
Bank harlequin rockfish was nearly 60 times greater. 


The high rockfish abundances on Snakehead Bank 
indicate that a substantial quantity of fishes could be 
overlooked when trawl catches from trawlable areas 
are extrapolated to larger areas containing untrawlable 
habitat. Methods for near-bottom measurement are 
vital to determine accurate estimates of abundance 
for bottom-oriented species, but quantification becomes 
particularly difficult when fishes are in complex habi-
tat inaccessible to both sonar and trawls. For the most 
accurate population assessments, adjustments must be 
made that account for the bottom-oriented proportion of 
the stock residing in these complex habitats. 


In our study, 2 methods were applied for estimating 
near-bottom abundance in complex habitat, one of which 
is applied in 2 different combinations of depth layers. 
All of the estimation methods use counts from video 
images to partition backscatter to species and depth 
layers. The Ona and Mitson (1996) correction essen-
tially calculates the portion of the water column that 
lies within the dead zone and extrapolates the amount 
of backscatter in a specified area above the dead zone 
into that unknown area. This method assumes similar 
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densities in both the depth layer above and in the dead 
zone, along with a flat seafloor over the beam width. 
Yet, as documented in this study, densities can vary 
within very small distances from the seafloor, and un-
trawlable areas are, by definition, not flat.


The other method used for estimating abundance in 
the dead zone relies more on the relative abundance of 
each species in the dead zone compared to that in the 
zone above the area where backscatter can reliably be 
measured. The backscatter was then extrapolated to 
the dead zone by using the estimated ratio of species 
relative abundance. This method is much more reliant 
on estimation of ratios of species relative abundance 
and the depth layer used in ratios. In our present ex-
ample, no estimate could be made for harlequin rock-
fish when the 1.0-m depth layer was used because this 
species was not present above 1.0 m for extrapolating 
data down for the dead zone. However, an estimate for 
harlequin rockfish was possible when the 0.5-m depth 
layer was used because this species was present in both 
the depth layers of 0–0.5 m and 0.5–1.0 m.


Abundance estimates calculated in our study rely 
heavily on video estimates of relative species counts 
and height off bottom. For that reason, original project 
plans were to deploy the SDC, ROV, and trawl in the 
same location successively to obtain a more accurate 
comparison of their performance. More frequent deploy-
ments also were planned, but additional sampling tool 
deployments and comparisons were not possible because 
of weather and logistical difficulties. 


Rockfishes were associated with carbonate pave-
ments and encountered in the vicinity of bubble seeps 
(Fig. 7). It is not clear whether this apparent relation-
ship is a result of the particular substrate type in 
the vicinity of the plumes or the bubble plumes them-
selves. To help determine the importance of carbonate 
pavements as rockfish habitat, more observations are 
needed to characterize this association and describe 
the geographical distribution of this habitat type in 
the GOA. 


Conclusions


We examined the complexity of methods for obtain-
ing accurate abundance estimates for species that are 
bottom-oriented and have an affinity for complex habitat. 
This study shows that an adequate survey of dominant 
species in untrawlable terrain can be performed with 
acoustic instruments in conjunction with an SDC-based 
sampling system. Expanding such a survey to a geo-
graphic area larger than the one used in our study would 
be reasonable once suitable descriptors for substrate 
habitat classification are employed to characterize an 
area and enable untrawlable locations to be specifically 
targeted. Because of the patchy nature of the school-
ing behavior of fishes and their attraction to specific 
topographical features, additional targeted camera effort 
would improve allocation of species distribution and 
counts. Combined biomass estimates from the trawlable 


and untrawlable areas would then provide a picture of 
species abundances that is much more representative 
over the entire management area than current practice 
estimates in which only data from trawlable areas are 
used. 
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Backscattering at 38 and 120 kHz
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Abstract.—Acoustic scattering layers were evaluated for species classification by means of 38- and 120-


kHz mean volume backscattering strength (S
v
) collected during a 1995 acoustic–trawl survey of Pacific hake


Merluccius productus off the west coasts of the United States and Canada. Scattering layers selected for


analyses were shallower than 150 m and were analyzed with a �79-decibel (dB) S
v


integration threshold.


Pacific hake, euphausiids, and Pacific hake–euphausiid mixes dominated the layers. Other scatterers


(unidentified, noneuphausiid, or non�Pacific hake sources) were included in the analyses. The overall mean


volume backscatter difference (DS
v
¼ S


v 120 kHz
– S


v 38 kHz
) was computed for each species category, and


results varied depending on the species composition of the scattering layer (i.e., Pacific hake ¼�7.1 dB,


euphausiids¼11.9 dB, Pacific hake–euphausiids¼3.5 dB, and other species¼0.1 dB). Discriminant function


analysis of S
v 120 kHz


and S
v 38 kHz


separated echoes originating from each of the dominant scattering layers.


Backscatter was then classified into species groups with a quadratic discriminant classification model, which


obtained an overall correct classification rate of 84%. The use of multiple frequencies and these analytical


methods (e.g., frequency differencing and discriminant classification functions) can provide an efficient and


objective means of classifying sound-scattering layers composed of different taxonomic groups.


Species identification and classification is often an


integral component of fisheries acoustics research and


in echo integration–trawl surveys to describe the


abundance and distribution of a particular species


(Hewitt and Demer 1993; Honkalehto et al. 2002;


Rottingen and Tjelmeland 2003). Net sampling of


scattering layers is often necessary to identify and


characterize the source of backscatter (Wiebe and


Benfield 2003). The physical samples can be used to


ascertain expected individual and aggregate scattering


cross sections, which is used in many cases to derive


estimates of abundance (MacLennan and Simmonds


1992; Simmonds et al. 1992). However, net sampling


is limited to discrete locations and can be time-


consuming when organisms are widely dispersed.


Although individual biological features cannot be


obtained directly, acoustics can rapidly provide


continuous, spatially detailed information about scat-


terers from which species identification can be inferred.


Many target species have characteristic echo traces that


have been used to separate them from other species


(Gunderson 1993). Echo trace features, such as object


depth in the water column and object shape, and


quantitative descriptors, such as shoal density, can be


combined with environmental parameters to form


a species classification scheme with some success


(Scalabrin et al. 1996; Reid 2000).


Analysis of differential backscatter from multiple


frequencies is a proven method to aid in the


identification of their sources. Based on physical


properties of the backscatter, methods may infer


species identity or size by using predictive models


where frequency-dependent backscattering is specific


to organism size and morphology (e.g., with and


without swim bladders; Greenlaw 1979; Holliday et al.


1989; Holliday and Pieper 1995; Mitson et al. 1996).


Another more general approach uses characteristic


differences between the mean volume backscatter S
v


(decibels [dB]) at two or more frequencies to classify


backscatter into biological categories such as nekton


and zooplankton (Cochrane et al. 1991; Everson et al.


1993; Madureira et al. 1993; Kang et al. 2002), among


fish species (Kloser et al. 2002; Logerwell and Wilson


2004), or among different-sized zooplankton species


(Brierley et al. 1998). This approach does not use


species-specific scattering models but empirically


compares the S
v


measured from each frequency as


a ratio, where differences in S
v


indicate a frequency


dependence in the average target strength (TS) of the


organisms. Because S
v


represents an average of many


individuals, it is more robust for classifying backscatter


from aggregations or schools than TS, which relies on


resolving echoes from individuals. However, species


TS frequency relationships can indicate whether or not


a species is distinguishable from another species by
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means of the S
v


differencing approach. Species that are


good candidates for this classification approach


aggregate into layers or schools, display large changes


in TS as a function of frequency (i.e., span the


transition from Rayleigh to geometric scattering;


Holliday and Pieper 1995), and have a different TS


frequency response from other species in the same


ecosystem.


Pacific hake Merluccius productus and euphausiids


along the west coasts of the United States and Canada


are strong candidates for classification by means of S
v


measurements. The Pacific hake is the most abundant


groundfish in U.S. and Canadian waters of the


California current system (CCS; Dorn et al. 1999).


This species forms highly concentrated monospecific


aggregations during the summer months and is a strong


scatterer at 38 kHz. Acoustic surveys, conducted since


1977, are the primary data source for joint Canada–


U.S. Pacific hake stock assessments (Wilson et al.


2000). The time series of survey estimates of


abundance and age composition are used in age-


structured assessment models to estimate Pacific hake


abundance, which is used in population projections to


provide international harvest advice. Although Pacific


hake TS models suggest minimal TS differences


between the 38 and 120 kHz frequencies (Sawada et


al. 1999), other studies have shown that TS measure-


ments at 38 kHz were 6 dB greater than measurements


made at 120 kHz, suggesting that a similar DS
v


would


be observed. Euphausiids have also been detected


during acoustic surveys and are primary prey items for


Pacific hake and many other finfish in the CCS


(Mauchline 1980; Brodeur et al. 1987; Buckley and


Livingston 1997; Tanasichuk 1999). Euphausiids are


generally weak scatterers because of the organisms’


similarity to the surrounding medium (Beamish 1971),


but aggregations are readily discernable at 120 kHz


(Romaine et al. 2002). Euphausiid maximum size


varies along the West Coast (e.g., Euphausia pacifica,


20–25 mm; Thysanoessa spinifera, 20–38 mm; Baker


et al. 1990). At these lengths, euphausiids would


probably be Rayleigh or transitional scatterers at 38


kHz (k ¼ 39.5 mm) and geometric scatterers at 120


kHz (k ¼ 12.5 mm), suggesting that the S
v


would be


higher at 120 kHz than at 38 kHz (Greenlaw 1979).


The DS
v


measured from Euphausia pacifica aggrega-


tions off the Sanriku coast of Japan ranged from 10 to


15 dB when subtracting 38 kHz S
v


from 120 kHz S
v


(Miyashita et al. 1997). These frequencies have been


used in conjunction with S
v


thresholding, frequency


differencing, and image-processing algorithms to


locate euphausiid patches in the CCS (Ressler et al.


2005; Swartzman et al. 2005) and to investigate the


spatial relationship between euphausiids and Pacific


hake (Swartzman 2001).


The ability to classify Pacific hake and euphausiid


backscatter based on frequency differences would


greatly facilitate the interpretation and analysis of data


collected during the joint U.S.–Canadian Pacific hake


acoustic survey. With the large region covered during


the survey and relatively few trawl samples to identify


observed echo traces, additional, objective information


would be useful in deciding where to direct trawl


sampling efforts during the survey and to assist in the


echo trace-to-species analyses process where trawl


samples were unavailable. Given the potential ability to


discriminate major scatterers in this ecosystem, multi-


frequency analysis offers a promising method to


improve species classification. Thus, in this paper, we


apply the well-established techniques of S
v


differencing


and discriminant analyses to differentiate between


Pacific hake and non�Pacific hake (e.g., euphausiid)


aggregations within the CCS.


Methods


Study site.—The acoustical and biological data used


in this study were collected along the Pacific coast off


Oregon, Washington, and Vancouver Island by scien-


tists from the Alaska Fisheries Science Center aboard


the National Oceanic and Atmospheric Administration


ship Miller Freeman (Figure 1). These data were


a subset of data collected during the joint U.S.–


Canadian echo integration–trawl survey of Pacific hake


conducted from 1 July to 1 September 1995, which


extended along the Pacific coast from Point Concep-


tion, California, to Dixon Entrance, Alaska (Wilson


and Guttormsen 1997).


Acoustics.—Measures of volume backscatter were


collected with a calibrated Simrad (Horten, Norway)


EK500 echo sounder (Bodholt 1990; Simrad 1993),


operating 38-kHz and 120-kHz split-beam transducers


that were mounted 57 cm apart (center to center) on the


bottom of the vessel centerboard (Ona and Traynor


1990). Both transducers had nominal 78 beam widths


and operated simultaneously (once per second). The


pulse duration (ms) and absorption coefficient (dB/m)


parameters were set at 1.0 and 0.01, respectively, for


the 38-kHz system and at 0.3 and 0.038, respectively,


for the 120-kHz system. Signal spreading loss was


corrected by means of the 20�log
10


R time-varied gain


(TVG) during data collection, where R is range


(MacLennan and Simmonds 1992). Standard-sphere


echo sounder calibrations (Foote et al. 1987) were


conducted before and during the survey to monitor the


system performance (Wilson and Guttormsen 1997) by


means of copper spheres measuring 60 and 32 mm in


diameter. The volume backscattering gains measured
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during the calibrations were within the range of


variability for the transducers (i.e., between 0.1 and


0.2 dB for the 38-kHz transducer and between 0.1 and


0.3 dB for the 120-kHz transducer).


For each selected region of interest, mean volume


backscatter strength estimates for each frequency


S
v 38 kHz


and S
v 120 kHz


; dB re 1/m) were derived by


averaging volume backscatter greater than �79 dB in


a 185-m-long (0.1-nautical mile) by 5-m-deep cell with


Simrad BI500 echo integration analysis software


(Foote et al. 1991). Averaging over multiple pings


reduced the variance that could have resulted from


differences in transducer spacing, offsets, and pulse


duration (Korneliussen and Ona 2002). Because the


relationship between volume backscattering strength is


a function of the density of scatterers (n) and TS (S
v


;


n TS; MacLennan et al. 2002), S
v


measurements from


two frequencies (f
1
, f


2
) detecting the same density of


scatterers can be expressed as the ratio S
v f1


/S
v f2
¼


TS
avg f1


/TS
avg f2


. This can then be expressed as the S
v


difference on a logarithmic scale (DS
v
¼ S


v f1
– S


v f2
).


The difference in S
v


was computed as DS
v


dB ¼
S


v 120 kHz
– S


v 38 kHz
. A�79-dB S


v
integration threshold


was chosen based on results from McKelvey (2000),


who compared Pacific hake and euphausiid DS
v


dB as


a function of five different thresholds (i.e., �69, �75,


�79, �85, and �91) and concluded that, although


Pacific hake DS
v


was not sensitive to threshold,


euphausiid DS
v


was maximized with a �79-dB


threshold. At this threshold, however, it was difficult


to interpret the spatial limits of euphausiid backscatter


in the vertical and horizontal dimensions on echograms.


Therefore, backscatter was assigned to species groups


by means of the �75-dB S
v


display threshold but


integrated by means of the�79-dB S
v


threshold. Signal-


to-noise limitations resulting from greater attenuation of


the higher frequency limited the comparison of


backscatter measurements to a maximum water depth


FIGURE 1.—Locations where Pacific hake and euphausiid acoustic scattering layers were selected for frequency differencing


and discriminant classification analyses are indicated by labeled squares (e.g., 618, T82b). Other haul locations where fish


(circles) and macrozooplankton (triangles) were sampled in the same area are indicated, along with the survey trackline for the


1995 Pacific hake echo integration–trawl survey of the U.S.–Canadian west coast.
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of 150 m. Thus, backscatter measurements (by means of


the �79-dB threshold) at 120 kHz between about 120


and 150 m were corrected for noise with a TVG-based


noise correction algorithm similar to that in Watkins


and Brierley (1996) and detailed in McKelvey (2000).


No noise correction was necessary for backscatter


measured at 38 kHz. Of the backscatter used in this


analysis, 98% of 120-kHz and 100% of 38-kHz


backscatter were above a 6-dB signal-to-noise ratio.


Trawl sampling.—Trawl sampling was conducted


when considerable backscatter was encountered to


determine the species and size composition of the


dominant scatterers. Trawl descriptions and catch-


processing procedures are detailed in Wilson and


Guttormsen (1997) and McKelvey (2000).


Fish aggregations were sampled with a large mid-


water trawl or bottom trawl. Both trawls had a 32-mm-


mesh cod end liner and were monitored during each


haul with netsonde gear. The vertical opening averaged


27 m for the midwater trawl and 6.5 m for the bottom


trawl. Euphausiids and other small organisms were


sampled with a 5-m2 fixed-frame Methot trawl (Methot


1986), which had a 1-mm-mesh cod end liner and was


equipped with a depth sensor to monitor gear depth.


Scattering layer selection and species assignment.—
The specific areas and trawl samples used in this


analysis were limited to those locations where the


species of interest (i.e., Pacific hake and euphausiids)


dominated the catch compositions. Several criteria


were established for selection of backscattering sources


so that the detected backscatter could be classified as


Pacific hake, euphausiids, or some combination thereof


with greater confidence. Only daytime scattering layers


were used in the analysis (1 h after sunrise to sunset),


which had daytime trawl samples that were dominated


by adult Pacific hakes (i.e., at least 70% by weight and


.30 cm fork length [FL]) or euphausiids (.65% by


weight with no fish .2.5 cm FL). Backscatter was


classified as a euphausiid source only at Methot trawl


locations and only if fish sampling also occurred


nearby with a larger trawl. Backscatter was classified


as a Pacific hake source near large trawl sampling


locations or up to 20 km away from the nearest trawl


site; this practice was based on knowledge of the


spatial patterns of Pacific hake, which was gained from


previous Pacific coast acoustic–trawl survey experi-


ence (Dorn et al. 1994). Areas that were sampled for


Pacific hake that also had significant 120-kHz


backscatter and were not sampled with the Methot


trawl were not used in this analysis. Using these


criteria, scattering layers from nine locations were


classified as Pacific hake (Hake), euphausiid (Euphau-


siid), their co-occurrence (Hake–Euphausiid), and other


scatterers (unidentified, noneuphausiid, or non�Pacific


hake sources hereafter referred to as Other) based on


trawl composition and backscattering observed on


echograms (Figure 1).


Mean volume backscatter strength analyses.—The


two-frequency mean volume backscatter measurements


from the 185-m 3 5-m cells (paired data: S
v 120 kHz


and


S
v 38 kHz


) that were attributed to each category were


investigated for relationships that could characterize


the different groups. Trends in the data were evaluated


with simple linear regression. The difference in S
v


(DS
v
) was computed for each location and category and


then the overall mean DS
v


for each category was


evaluated for significant differences with a one-way


analysis of variance (ANOVA; Zar 1984). Significant


results led to the Tukey multiple comparison test (Zar


1984) to identify differences in DS
v
. Tests were


considered significant at p , 0.05.


Discriminant function analysis was used to derive


discriminant and classification functions based on the


paired variables S
v 120 kHz


and S
v 38 kHz


and to allocate


these backscatter measurements to species groups. For


cross validation, variables from each group were


randomly divided in half. The first half was used to


generate two discriminant functions that best separated


the different groups with least-squares methods that


were linear combinations of S
v 120 kHz


and S
v 38 kHz


.


Wilk’s lambda was used to test for differences among


the group’s centroids (canonical score means) position


on each axis (Legendre and Legendre 1983). The


resulting functions were applied to the remaining half of


the data set to classify variables into groups based on


Mahalanobis distance (D2; Manly 1986). Standard


discriminant analysis is sensitive to multivariate outliers


and assumes equal covariances, linearity, and multivar-


iate normality (Tabachnick and Fidell 1996). Multivar-


iate outliers were identified as cases where D2 exceeded


13.82 based on the chi-square distribution that was


evaluated with degrees of freedom equal to the number


of predictors for each group (Tabachnick and Fidell


1996). Two outliers were removed (P , 0.001), leaving


224 data pairs in the first half and 224 data pairs in the


second half to test the functions. A quadratic classifi-


cation model was used because of unequal covariance


matrices among the four groups (Box’s M and v2 tests;


P , 0.0001). The linearity assumption was satisfied


based on the tolerance measure of 0.25 for both


variables. Multivariate normality was assumed because


effective discrimination can often be achieved with


nonnormal data distributions (Legendre and Legendre


1983; Manly 1986).


Results


Scattering layers from the nine locations varied in


appearance on the echograms for the two frequencies,


DISCRIMINANT CLASSIFICATION OF FISH 491







which is indicative of different classes and mixtures of


backscattering sources. Pacific hake aggregations were


detected at both frequencies (Figure 2a). Trawl catches


associated with these aggregations were composed of


98–100% adult Pacific hake by weight except for one


trawl catch (location T102.5) that captured 70% Pacific


hake and 30% widow rockfish Sebastes entomelas and


yellowtail rockfish S. flavidus. Fish aggregations for


these locations occurred between 65 and 140 m over


sloping bottom depths (e.g., 120–175 m) and varied in


size between about 2 and 30 m in the vertical


dimension and 20 and 120 m in the horizontal


dimension. Pacific hake size compositions were


unimodal at 46–48 cm FL. Rockfish associated with


T102.5 were more evenly dispersed between about 40


and 50 cm FL. Euphausiid backscatter from the four


locations formed continuous, yet relatively more


diffuse layers that were more discernable at 120 kHz


than at 38 kHz (Figure 2b). The layers occurred in


midwater or near bottom and extended horizontally


several kilometers. The midwater layers were about


50–60 m thick and were located about 90–150 m below


the surface over bottom depths of 180–200 m. The


near-bottom euphausiid layers (Figure 2c) were


vertically narrower (e.g., 15–25 m) and observed over


shallower bottom depths (,150 m) along with Pacific


hake and other scattering. Methot trawl catches


associated with these layers were 67–86% euphausiids


by weight with gelatinous zooplankton as the pre-


dominant bycatch. Euphausia pacifica was the domi-


nant euphausiid species (67–86% by number) in all, but


in one of the Methot net catches Thysanoessa spinifera
was equally abundant (McKelvey 2000).


In some areas, species other than Pacific hake and


euphausiids were caught in relatively large numbers or


unusual patterns existed in the echo sign, which


complicated the analysis. In these situations, it was


only possible to classify the echo sign as Other. For


instance, backscatter was classified as Other at location


618, where rockfish (77% catch by weight) and


euphausiid backscatter co-occurred (Figure 2b). Back-


scatter at 38 kHz was also classified as Other at


location 620 based on the appearance of the echo sign


and the fact that Pacific chub mackerel Scomber
japonicus were caught with Pacific hakes near this site.


The S
v


analyses.—Although the relationship be-


tween S
v


at 120 and 38 kHz for all groups was


positively correlated, the overall mean volume back-


scatter difference (DS
v
) varied for each group. The S


v


apportioned to Hake was, on average, stronger at 38


kHz than at 120 kHz (DS
v
¼�7.13 dB; Table 1) and


demonstrated the strongest linear relationship (i.e., r2¼
85.9%; Figure 3), whereas S


v
apportioned to Euphau-


siid was consistently greater at 120 kHz than at 38 kHz


(DS
v
¼ 11.91 dB; Table 1) and was weakly correlated


(i.e., r2 ¼ 28.7%; Figure 3). The overall mean DS
v


values were significantly different between all groups


(F-test: P , 0.001), except between the Hake–


Euphausiid and Other groups, where Hake–Euphausiid


DS
v
¼ 3.49 dB and Other DS


v
¼ 0.09 dB (Table 1). The


largest separation occurred between the Hake and


Euphausiid overall means (19.04 dB).


Discriminant function analyses were used to derive


two functions based on the variables S
v 120 kHz


and


S
v 38 kHz


. These functions used both decibel differ-


encing and echo intensity to predict the species groups


Hake, Euphausiid, Hake–Euphausiid, and Other. The


first function accounted for about 97% of the between-


group variance and maximally separated the four


groups (Figure 4), while the second function accounted


for the remaining 3% between-group variance. Results


indicated significant differences among group centroids


for both functions.


The quadratic discriminant function classification


results obtained an overall correct classification rate of


84% (Table 2). The Euphausiid group was classified


correctly 93% of the time, while Hake was classified


correctly 90% of the time. Misclassifications occurred


mostly between the Hake–Euphausiid and Other


groups, even though the group centroids from the


discriminant analysis function scores were separated


(Figure 4). This quadratic model suggests that across


the range of S
v


values that were observed, a propor-


tionally strong 38-kHz response is characteristic of


Pacific hake and, conversely, a proportionally strong


120-kHz response is characteristic of euphausiids


(Figure 5). A mixture of these species and aggregations


not classified as either Pacific hake or euphausiids


(Other) would result in intermediate differences in


mean volume backscatter. If the outliers had remained


in the training data set, the slight shift in the Hake and


Other centroids would have affected the classification


regions for these groups and resulted in a very small


decrease in the overall classification success rate (83%)


as well as the classification rate for the Hake (87%) and


Other (66%) categories. The classification function


coefficients in Table 3 can be used to compute


classification scores for new measurements.


Discussion


The empirical S
v


measurements at 38 and 120 kHz


for this study were carefully conducted in selected


locations where direct sampling was available to


confirm the species composition of the backscatter.


The results can be considered a baseline for the use of


the differencing approach and discriminant analyses to


classify Pacific hake and euphausiids in the CCS. The


estimates of DS
v


based on relatively monospecific
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aggregations of these two groups were significantly


different with minimal overlap, and when these species


were mixed the DS
v


estimates fell between the Hake


and Euphausiid DS
v


estimates, which suggested a DS
v


continuum depending on species dominance. This


objective information could assist in the echo trace-


to-species decision process during a Pacific hake echo


integration–trawl survey where trawl samples are not


available, thereby reducing possible classification


errors based on echo trace patterns alone. Contradictory


situations where echo trace patterns and multifrequency


information do not agree could suggest to the scientist


that an echo trace–trawl sample is necessary. Separat-


ing Other from Hake–Euphausiid was more difficult


FIGURE 2.—Examples of (A) Pacific hake , (B) euphausiid and other (unidentified, noneuphausiid, or non�Pacific hake


sources), and (C) hake–euphausiid mix acoustic scattering layers using the �75-dB volume backscattering strength (S
v
)


visualization threshold at 120 and 38 kHz along the Pacific coast off Oregon, Washington, and Vancouver Island.


DISCRIMINANT CLASSIFICATION OF FISH 493







and was probably the result of fish and euphausiid


presence in both categories. Although there were no


significant differences between these groups with the


differencing approach, classification based on Mahala-


nobis distance predicted Other 68% of the time and


Hake–Euphausiid 85% of the time, suggesting that


backscatter intensity is an important factor.


Our success suggests that this type of analysis could


TABLE 1.—Summary of mean volume backscattering strength (S
v
; dB) estimates, SDs, and number of 120- and 38-kHz S


v
data


pairs (N) classified as Pacific hake, euphausiid, hake–euphausiid, and other for all locations along the Pacific coast off Oregon,


Washington, and Vancouver Island.


Hake Euphausiid Hake–euphausiid Other


Location Mean DS
v


SD N Mean DS
v


SD N Mean DS
v


SD N Mean DS
v


SD N


618 11.72 2.16 68 0.73 4.38 36
619 13.13 3.43 8 3.38 3.53 14
620 13.41 3.09 59 0.69 3.27 56
623 �4.20 3.35 51 9.36 2.78 12 3.59 3.44 14 2.17 3.67 8
T80 �6.93 3.14 11
T82a �6.91 4.37 24
T82b �8.68 2.61 28 �2.56 3.83 8
T83 �8.38 2.68 34
T102.5 �7.69 2.22 19
Overall �7.13 1.61 6 11.91 1.84 4 3.49 0.14 2 0.09 1.98 4


FIGURE 3.—Scatterplot showing the positive relationships between the mean volume backscattering strength (S
v
) value at 120


and 38 kHz for data pairs classified as Pacific hake, euphausiid, hake–euphausiid, and other along the Pacific coast off Oregon,
Washington, and Vancouver Island. Each sample point represents S


v
measured in a 5-m vertical 3 185-m horizontal cell. The


dashed diagonal line indicates a 1:1 relationship.
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now be extended to a wider range of backscattering


organisms, including species more similar in taxono-


my. This study evaluated only four classification


groups. Other species probably encountered in the


CCS with similar backscatter properties as Pacific hake


or euphausiids at 38 and 120 kHz could confound these


classification results. For instance, rockfish were


encountered during the West Coast survey (Wilson


and Guttormsen 1997), and although rockfish and the


Pacific hake are morphologically different, their re-


spective TS–length relationships at 38 kHz and 120


kHz (Hamano et al. 1996; Traynor 1996; Gauthier and


Rose 2002; Kang and Hwang 2003) may be similar


enough to misclassify rockfish as Pacific hake or


a Pacific hake–rockfish mix using the DS
v


method. The


DS
v


that was attributed to 70% Pacific hake and 30%


rockfish (location T102.5; Table 1) was not signifi-


cantly different than the other Pacific hake DS
v


values.


Although this was probably because of the Pacific hake


dominance in the catch composition, it is possible that


a lesser percentage of Pacific hake may still produce


similar DS
v


values. It would be useful to establish the


TS–length relationship for rockfish that are sometimes


caught with Pacific hakes (e.g., yellowtail and widow


rockfish) and identify the possible constraints of using


S
v


measurements to classify rockfish and Pacific hake.


Other species that were captured (e.g., Pacific chub


mackerel, gelatinous zooplankton) should be targeted


when possible to determine any frequency-dependent


TS differences that might be similar to Pacific hake or


euphausiids at 120 and 38 kHz.


Additionally, it would be useful to include S
v


measurements from species over a wide range of sizes


and densities. This study focused on S
v


measurements


TABLE 2.—Classification results from data pairs classified as Pacific hake, euphausiid, hake–euphausiid, and other for all


locations along the Pacific coast off Oregon, Washington, and Vancouver Island using a quadratic classification function.


Successful classifications are indicated in bold italics, and N indicates the number of data pairs used in the analysis.


Predicted groups


Actual groups Euphausiid Hake Hake–euphausiid Other % Correct


Euphausiid (N ¼ 72) 67 0 4 1 93
Hake (N ¼ 77) 0 69 1 7 90
Hake–euphausiid (N ¼ 13) 0 1 11 1 85
Other (N ¼ 62) 4 2 14 42 68
Overall (N ¼ 224) 84


FIGURE 4.—Discriminant function analysis scores (open symbols) plotted for Pacific hake (triangle), euphausiid (diamond),


hake–euphausiid (square), and other (circle) along the Pacific coast off Oregon, Washington, and Vancouver Island. Group


centroids (solid symbols) represent the mean score using the training data, while the scores are the result of discriminant


functions applied to the test data (see text for explanation). Functions 1 and 2 indicate the unstandardized discriminant function


coefficients (in bold) used to compute scores; S
v


is the mean volume backscattering strength.
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from adult Pacific hakes with a unimodal size


composition, and because frequency-dependence of


TS may depend on length, the overall mean DS
v


values


might be affected by S
v


measurements from younger


fish (e.g., ,30 cm). The Hake DS
v


estimates came from


a broad range of S
v


measurements and show a strong


linear relationship between S
v


measurements at 38 and


120 kHz, whereas euphausiid backscatter was mea-


sured from relatively low-density scattering layers and


had the weakest linear relationship between S
v


measurements at 38 and 120 kHz (Figure 3). High-


density euphausiid backscatter measurements at 120


kHz (.60 dB) would probably improve the linear


relationship between S
v


measurements at 38 and 120


kHz. Theoretically, DS
v


values should not vary as


a function of density, but the detection threshold


limited low-density euphausiid S
v


and caused some


variance in DS
v
. For discriminant analysis, it would be


useful to include S
v


measurements from species over


a wide range of densities to avoid predicting species in


regions where no training data are available.


Classifying mixed species can be a challenge in


many ecosystems, but knowledge of the species within


the ecosystem combined with additional data can steer


a course toward improved classification. In initial


phases, identifying the species within the various mixes


is fundamental not only to attribute species to


backscatter but to define when aggregations or layers


of different organisms are likely to overlap. Knowing


which species undergo diel migration (e.g., euphau-


siids) or whether species disperse at night (e.g., Pacific


hake) can assist the researcher on the time of day most


useful for obtaining S
v


measurements. This study used


backscatter that was observed and sampled during the


day because of the lower probability for species mixing


caused by diel behavior. Nonetheless, Pacific hakes


prey on euphausiids (Buckley et al. 1999) and this


association certainly ensures the likelihood of mixed-


species backscatter. For separating fish and zooplank-


ton, Kang et al. (2002) suggested measuring S
v


using


small cells (e.g., 185 m by 1 m depth) to reduce


occurrences of mixed species in any one cell. Although


S
v


measurements in this study were in slightly larger


cells (185 m by 5 m depth), we observed similar results


for euphausiid DS
v


as Kang et al. (2002). Logerwell


and Wilson (2004) achieved better separation using


larger cells (e.g., net path) for separating fish species.


Other types of data, such as S
v


measurements from


additional calibrated frequencies, ancillary data (e.g.,


water temperature, bottom depth, time of day), acoustic


descriptors such as aggregation shape, or a proximity


index (distance of S
v


from nearest location where


species composition was identified) might increase the


classification success rate of species that are difficult to


separate by providing additional variables for the


discriminant functions (Brierley et al. 1998; Lawson


et al. 2001; Woodd-Walker et al. 2003). Another


approach to interpret S
v


measurements from mixed


species combines empirical relationships of frequency-


dependent backscatter with backscatter models (Kor-


neliussen and Ona 2002).


The ability to separate sound scatterers by size has


been shown to be a useful, timesaving method to


supplement net sampling during acoustic trawl surveys


(Simard and Lavoie 1999; Kloser et al. 2002) and to


improve the accuracy of species allocation (Logerwell


and Wilson 2004). The challenge is to find the right


suite of frequencies for the ecosystem of interest to


maximize the backscattering differences of the species


FIGURE 5.—Predicted classification regions for Pacific hake,


euphausiid, hake–euphausiid, and other using the quadratic


model; S
v


is the mean volume backscattering strength.


TABLE 3.—Classification function coefficients for the


quadratic model, where x
1


and x
2


are the 120- and 38-kHz


S
v


input variables, respectively, for the groups Pacific hake,


euphausiid, hake–euphausiid, and other for all locations along


the Pacific coast off Oregon, Washington, and Vancouver


Island.


Quadratic
model Euphausiid Hake Hake–euphausiid Other


Constant �440.9876 �42.5975 �509.3474 �154.1872


x
1


�4.5409 �2.0271 �17.3284 �4.0832


x
2


�6.9502 0.9673 2.1093 �0.0735


x
1
x


2
�0.0781 �0.0870 �0.1280 �0.0636


x
1


2 0.1583 0.1092 0.3937 0.1199


x
2


2 0.1519 0.0805 0.0913 0.0649
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within the range limits of the echo sounder. The 38-


and 120-kHz frequencies, which are common frequen-


cies found on many research vessels, were a good


combination to classify Pacific hake and euphausiids


down to 150 m along the Pacific coast. Although the


range of both species extends deeper than 150 m


(Wilson and Guttormsen 1997; Ressler et al. 2005),


these frequencies are sufficient for work on the


continental shelf, and noise correction algorithms could


extend the range of the 120-kHz transducer (Korne-


liussen 2000). Models that predict fish and zooplankton


scattering using multiple frequencies may be useful to


find the appropriate frequencies for other species and


regions (Stanton et al. 1994; Horne and Jech 1999;


Horne 2000).
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